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Summary: Novel corpus for prompt-based control over voice characteristics on text-to-speech (TTS)

Various voice characteristics TTS Issue with existing corpora [4, 9] Novel corpus to promote research
e Existing voice characteristics controllable TTS e Only a few speaker: lack of variation e Corpus construction method

o Speaker ID [1], speaker attributes [2, 3], etc. = o Based on existing TTS corpora o Based on speech collected through web

m Can only choose small range of voice! m [he data size per speaker is more m Diverse, but noisy

e Potential of prompt-based control [4, 5] prioritized than the number of speakers. e — Quality assurance is necessary

o Control over wider range of characteristics e Internal: low reproducibility e Coco-Nut: based on proposed method

A male voice in his thirties. > e jtext] . . . N DIVGI.'SG voice Ch?raCterIStICS

He spoke slowly and calmly. | [ text | | 1S — Need of a public corpus with diverse speakers © Public (QR code is at the bottom.)

Corpus of connecting nihongo (= “Japanese” in Japanese) utterance and text and its construction method

Corpus specification Construction method overview

e Speech segments Wikipedia YouTube < the comment Crowdsourcing
o Approximately 8 hours, 8000 segments - related to speech? 2P
e Transcriptions y pese \aid

o Wi ' Article categor Cool voice! 4 -

Wlth manual c;or.rectlon o . gory J 2 - Whisper, NISQA, etc. | o

e Voice characteristics descriptions (prompt) e \oiceGenrel i Listen to speech and
o Used as a prompt describing voice characteristics e \/oiceGenre2 PR ® | love this video  x
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Annotation:
describing voice
characteristics

Data collection: * Video filtering: # Quality assurance:
downloading videos: finding enhancing
and comments voice-related videos text and audio quality

e Divided into 3 sets
o train:validation:test = 8:1:1
o 1 description / speech for train, 5 for validation/test

Data collection + video filtering Quality assurance

e YouTube search with voice-related keywords e Acoustic quality assurance e Add descriptions on speech
o Wikipedia article titles of voice-related categories o Speech enhancement, perception-aware quality = o Using crowdsourcing
e Video filtering with voice-related comment detection scoring, x-vector [7]-based data selection, etc. m Workers listen to speech
o Viewers tend to comment on attractive voices. e Content quality assurance
o BERT [6]-based classification to viewer comments o Based on transcriptions by Whisper [8] ex) “A male voice in his thirties. He
m Trained on a few manual annotations o Remove non-target lang., NSFW and non-verbal spoke slowly and calmly.”
Corpus analysis Machine learning baseline for prompt-based speech retrieval
e Video categories e Prompt-based speech retrieval can be considered as one step prior to prompt-based TTS.
coterainment SERCENNGEY] CLAP [9]-based embedding model Speech retrieval from descriptions
_ people 851003 categories Prompt . | e Retrieve close speech to the query prompt in
Autos & Vehicles whom speech (= voice characteristics description) e embedding space.
News & Polics derived from XXX... [ RoBERTa g ,ml - : o On cosine similarity
gggﬁz%fgsT&éé‘cégg%rg s(def_lltmbd Dy 1 <. Cosine similarity All retrieval candidates (speech)
Number of utte ra nces [/] outu e) SpeeCh 1 . QU e l'y (prom pt) 0 « |||-|-|-|---|-|||'I-|-|-|u-||-|-|-|-|-||l-----|||||-||----
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e Speech gender (referred description) -—, rT——

Non-binary means S w :
hoth “male” & Subjective evaluation: degree of relevance of retrieved speech

“female” appear ©® How well do the retrieved speech match subjectively to the query prompt?
in the description.  © Retrieved candidate, random, ground truth
Not indicated o Query: 100 prompts (ground truth speech exist in candidates)

6 20 40 0 o Ask 20 crowdworkers per 1 prompt-speech pair, with a scale of 1 t0 9.

Number of utterances [%]
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Subjective evaluation result
e Wide range of speech

o Multiple categories _g ; 1st candidate Random candidate ® :mean/std of scores for each pair
o Including non-binary voices I ar :global mean/std
D 2 Blue: mentioned in the title of each figure
© Gray: ground truth (common across figures)
Project page S
o . .
r o1 @ Distribution pages < 0 ghgoes right — better scores in average
k2w, oo linked from here. 2 1 3 5 7 9 1 3 5 7 9 qrgOes up — score varies among annotators.
SLLEER - o Downloading Mean Mean

speech requires

registration. e 1st >random — ability to learn voice characteristics space relative to human perception

e 1st << ground truth — room for improvement e.g., model architecture, training strategy
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