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Taiki Nakamura®, Yuki Saito' , Shinnosuke Takamichi', Yusuke ljima* , and Hiroshi Saruwatari’
"The University of Tokyo, Japan *NTT Corporation, Japan

1. Introduction: Verification-to-Synthesis (V2S) Attack 4. Experimental Evaluation

Automatic speaker verification (ASV)!'] Voice conversion (VC)  Voice conversion (V) - Experimental conditions

v identifies the speaker of the input voice. v predicts targeted speaker’s voice.  Atacker gg;g;ktgg (a) ParaVC: trained by {5, 10, 30} utterances

— |If an attacker hacks the ASV, voices of — VC Is a possible technique used Compared model |(b) NonparaVC: trained by 260 pre-stored speakers

enrolled speakers risk being reproduced. in impersonation attack. S oSN WG B A S (C) V25: trained by 200 utterances of attacker

Y S T T S , T The number of 260 J k 130 | d 130 f |

Deceiving the ASV has some possibility of reproducing the targeted speaker’s enrolled speakers apanese speakers (130 males an emales)

nd|V|duaI|tybyVCWenamethlsattack ______ V er|f|Ca|on—to—syntheS|s(VZS)attaCk _________________________ SF()Ien ii:] dﬁ)r?g;aArT)]S. 39-dim. mel-cepstral coefticients, Log FO, 10-dim. bap
B Our approach DNN architectures |Feed-Forward (see our paper)

v proposes VC training with the “white-boxed” ASV and pre-trained automatic speech Attacker and  |one attacker (one male) &

Targeted speakers |four targeted speakers (two males and two females)
Evaluation data |25 parallel voices

recognition (ASR) models without the targeted speaker’s voice data.

Proposed VC performs comparably to the standard VC methods using a tiny amount of parallel voice data. ] ] ]
- Subjective evaluation

2. Standard VC Using Targeted Speaker’s Voices Naturalness (preference AB tests)
male-to-male male-to-female
(1) One-to-one parallel VC (ParaVC)i2! (2) One-to-many non-parallel VC (NonparaVC)!:! e (o | o os | 12100 | Vas || Pamve(sum | 0#90ve.0510 T a—
ParaVC (10 utts) 0.475 vs.0.525 0.158 V2S ParaVC (10 utts) 0.593 vs. 0.407 1.365 X 107 V2S

v is trained to minimize mean squared error (MSE) ¢ can convert an attacker voice to any arbitrary speaker's VOICE. [ rwvcouws | vimwoss vas | [ Pave 0w | 0s10v. 030 | smaxion | Vs

Pty  and y using & fargeted speaers voice. - ¢ Is often trained using multi-speaker corpora in advance. V2S attack = ParaVC (5 utls)
y Predicttarget speaker's y - Two standard VC models are trained using a targeted speaker’s voice.  Speaker individuality (preference XAB tests)
o H prediction error Hﬂ ~ These are used as references to evaluate the performances of the | maetomae 1 __ male-to-female _
<O | |Converted Targeted| | «-%. § i P - 2 Value_ >
Eproposed Speaker VZS attack. II:araVC ((15 utts)) 3.2i0vs.0.470 0.109_(1)0 ViS Il)’ara\\]/CC ((12 utts)) g.iiivs.g.;tg 1.3241;1306 ziz
I L PiaVC 10wy | 0615 . 035 S I | e (T
3. V2S Attack: VC without Using Targeted Speaker’s Voices V2S attack = ParaVC (5 utts)
V2S attack model N Whiteboxed 5. Conclusion
v uses two DNN models for training the VC VCmodel  ASV model
— Loss can be backpropagated to VC model. Spesgferfiﬂ |y \@8”@ l?;%e;er,sly V2S attack: voice impersonation attack using VC
B \White-boxed ASV model V(*) feature 1 Softmax. g v uses ASV, and ASR model for VC training.
, . . cross-entropy . . . , .
— Targeted speaker’s label () is given. | - v Is trained without the targeted speaker’'s voices.
— V(=) estimates speaker similarity between input voices (y) Pre-trained @ @ reproduce spearerindvididly  Experimental result
& targeted speaker’s voices as softmax cross-entropy, Lgcg(l,, V(3)). ASR mode — V25 attack can synthesize voices that has
_ It helps to reproduce the targeted speaker's individuality Phonetic posterior ==+ £/ Restore phonetic propery naturalness and speaker individuality comparable
but does not keep the phonetic property of the input voice. R(y) < R(3) to a standard parallel VC with a tiny amount of data.
: We are planning to
. . . Loss function .
B Pre-trained automatic speech recognition (ASR) model R(*) v improve the performances of the Vs attack.
— R(*) estimates the discrepancy as MSE between R(x) and R(). L(x,3,1,) = Lsck (lyr V(?)) + wLysp (R(x), R()) v/ investigate ways of preventing the V25 attack.
— |t helps to restore the phonetic property of the input voice. v
hyperparameter
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