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人間の音声情報処理能力に基づく統計的音声合成

概要

音声合成とは，コンピュータを用いて音声を人工的に生成・変換・加工する技術である．特

に，テキストから音声を生成する技術をテキスト音声合成といい，入力された音声の言語情報

を保持しつつ，非言語・パラ言語情報を変換する技術を音声変換という．音声合成は，人間と

ロボットの間での音声コミュニケーションを仲介するマンマシンインターフェースのみなら

ず，音声バーチャルリアリティやエンターテインメント応用などを通じて，物理的制約を超え

た音声表現を実現する技術である．本論文ではこれらの背景を踏まえ，多様な話者の音声を高

品質に合成でき，かつ，合成された音声の話者性を直感的に制御可能な音声合成技術の確立を

目指す．

本論文の主題である統計的音声合成は，統計的機械学習の枠組みに基づき，入力特徴量か

ら合成音声パラメータを生成する音響モデルを学習する手法である．特に，音響モデルとし

て deep neural network (DNN)を用いる DNN音声合成は，計算機性能の向上や大規模音声

データベースの公開に恩恵を受け，入力特徴量から音声パラメータへの複雑な写像を学習可能

な手法として広く研究されている．しかしながら，従来技術では，DNN学習時の統計処理に

起因する合成音声パラメータの過剰な平滑化により，合成音声の品質が著しく劣化する．ま

た，合成可能な話者は DNN学習時に用いられたものに限定されるため，合成音声の話者性の

多様性を高めることは困難である．さらに，合成音声の話者性を制御するために用いる従来の

話者表現は，人間の主観的な話者知覚を無視しているため，多様な話者性の音声を合成可能な

DNN音声合成には不適切である．

本論文では，これらの問題点を解消するために，(1)音声敵対過程を統合した高品質な音声

合成法，(2)音声認識過程を統合した多様な音声合成法，そして (3)人間の音声知覚を導入し

た解釈性の高い話者表現学習法を提案する．これらの提案法は，音声合成を改善するために，

人間の音声情報処理能力（敵対過程，認識過程，知覚過程）を活用するという着想に基づく．

(1) 音声敵対過程を統合した高品質な音声合成法では，generative adversarial network

(GAN)を音声合成に導入し，高品質な音声を合成可能な DNN音響モデルを学習する．この

提案法は，人間の自然音声と合成音声を識別する能力（即ち，音声合成に対する敵対過程）を

活用して DNN音響モデルを学習するという着想に基づく．この提案法では，DNN音響モデ

ルと，自然音声と合成音声を識別する discriminatorを交互に学習する．GANの学習の目的

関数は，生成データ分布と実データ分布の擬距離最小化とみなされるため，この提案法は，過
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剰な平滑化を定量化するパラメトリックな統計的差異（音声パラメータ分布の 2 次モーメン

トなど）の補償により合成音声の品質を改善する従来法の理論拡張と解釈できる．また，こ

の提案法における discriminatorは，音声合成技術の悪用による音声なりすましを防ぐための

anti-spoofingとして解釈できる．したがって，anti-spoofingの知見を導入することで，より

効率的な DNN音響モデル学習が実現できる．本論文では，ボコーダ分析合成に基づくテキス

ト音声合成および音声変換のための GANに基づく音声合成法を提案し，その有効性を評価す

る．その後，短時間フーリエ変換スペクトルを用いたより先進的なテキスト音声合成に向けて

この提案法を拡張する．実験的評価の結果から，この提案法によって合成音声の品質が有意に

改善することを示す．

(2)音声認識過程を統合した多様な音声合成法では，音声から発話内容と発話者を認識する

DNNを導入し，高品質かつ多様な話者性を持つ音声を合成可能な DNN音響モデルを学習す

る．この提案法は，人間の音声認識と話者認識（即ち，音声合成の逆過程）の能力を活用して

DNN音響モデルを学習するという着想に基づく．この提案法では，発話内容が明瞭で高品質

な音声を合成するために，音声認識を用いて DNN音響モデルを学習する．さらに，多様な話

者性を持つ音声を合成するために，話者認識由来の連続的な話者表現を用いる．本論文では，

変分オートエンコーダを用いた音声変換においてこの提案法の有効性を評価する．実験的評価

の結果から，この提案法によって変換音声の有意な品質改善を達成しつつ，DNN学習に用い

ていない未知話者の音声も合成可能になることを示す．

(3)人間の音声知覚を導入した解釈性の高い話者表現学習法では，合成音声の話者性を直感

的に制御可能な音声合成を実現するために，人間の主観的な音声知覚を導入して話者表現を学

習する．この提案法は，人間の知覚を計算資源とみなし，解釈しやすい話者表現の学習に活用

するという着想に基づく．この提案法では，まず，多数の評価者（音声の聞き手）による大規

模主観評価により，多数話者間の知覚的な類似度のスコアを収集する．その後，このスコアを

利用して，聞き手の話者知覚を高精度に再現する話者表現を学習する．このように学習された

話者表現は，聞き手の話者知覚を強く反映するため，合成音声の話者性をより直感的に制御で

きるのみならず，未知話者の音声合成時の品質劣化に対する頑健性の向上が期待できる．本論

文では，この提案法の有効性を (2)音声認識過程を統合した多様な音声合成法において評価す

る．実験的評価の結果から，この提案法によって学習された話者表現の導入により，合成音声

の品質と制御性が向上することを示す．



Abstract

Speech synthesis involves using a computer to synthesize, convert, and retouch human

speech artificially. Text-to-speech (TTS) is a technique for synthesizing speech from text.

Voice conversion (VC) is a technique for converting non-/para-linguistic information of

input speech while retaining its linguistic information. These techniques provide a man-

machine interface for mediating speech communication between humans and robots and

enable voice expressions beyond human physical constraints through virtual reality and

entertainment applications. This thesis aims to establish high-quality and intuitively

controllable speech synthesis technology that can synthesize diverse speakers’ voices.

Statistical speech synthesis, the subject of this thesis, trains an acoustic model that

generates speech parameters from input features. Especially, deep neural network (DNN)-

based speech synthesis has been widely studied because it can learn the complicated map-

ping from input features to output speech parameters benefiting from the improvement

of computer performance and availability of large speech corpora. However, conventional

DNN-based speech synthesis suffers from degrading synthetic speech quality caused by

over-smoothing of generated speech parameters. It also has difficulty increasing speaker

diversity in synthetic speech because the speakers’ voices can be synthesized are lim-

ited to the speakers seen during the DNN training. Furthermore, conventional speaker

representations for controlling speaker individuality in synthetic speech do not consider

human subjective speaker perception. The use of such representations can worsen the

controllability of DNN-based multi-speaker speech synthesis.

This thesis proposes three methods to overcome the above-described issues: 1) high-

quality speech synthesis integrating a speech adversary process, 2) versatile speech synthe-

sis integrating a speech recognition process, and 3) interpretable speaker representation

learning introducing human speech perception. The core idea is to use human’s speech

information processing abilities for improving speech synthesis.

1) High-quality speech synthesis integrating a speech adversary process: This method

introduces generative adversarial networks (GANs) to DNN-based speech synthesis for

improving synthetic speech quality. The core idea is to use the human’s adversarial abil-

ity that discriminates natural speech from synthetic speech. Two DNNs are alternatively

trained with this method: an acoustic model and discriminator that distinguishes nat-

ural and synthetic speech. This GAN-like training leads to divergence (i.e., statistical

difference) minimization between natural and generated speech parameters. Therefore,
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this method can be interpreted as a theoretical extension of conventional methods for

overcoming over-smoothing by reproducing parametric statistics of natural speech (e.g.,

second moments of speech parameter distribution). From a different perspective, the dis-

criminator with this method can be regarded as anti-spoofing that prevents voice spoofing

attacks. Accordingly, the anti-spoofing techniques can be introduced for efficient GAN-

based acoustic model training. The effectiveness of this method is first evaluated for

traditional TTS and VC using vocoder parameters. This method is then extended to

advanced TTS using short-term Fourier transform spectra. The results indicate that this

method significantly improves synthetic speech quality.

2) Versatile speech synthesis integrating a speech recognition process: This method

involves integrating speech recognition and speaker classification into speech synthesis for

increasing speaker diversity in synthetic speech while achieving higher quality. The core

idea is to use the human’s recognition ability that recognizes phonetic contents and speaker

information of speech accurately. This method trains a DNN-based acoustic model using

speech recognition. As a result, synthetic speech’s phonetic content can be clarified, and

high-quality speech can be synthesized. It also uses speaker-classification-derived speaker

representations to diversify speaker individuality in synthetic speech. The effectiveness of

this method is evaluated in VC using variational autoencoders. The results indicate that

this method achieves significant improvement in converted speech quality and synthesizes

unseen speakers’ voices.

3) Interpretable speaker representation learning introducing human speech perception:

This method involves introducing human subjective speech perception to learn speaker

representations that enable intuitively controllable speech synthesis. The core idea is to

regard the human’s perception as computational resources for learning the interpretable

speaker representations. The perceptual similarity scores among multiple speakers’ voices

are first collected with this method through a large-scale subjective evaluation involving

many listeners. The scores are then used to learn speaker representations that consider the

listeners’ subjective speaker perception. Since the learned speaker representations strongly

reflect listeners’ perception, they are expected to enable highly controllable DNN-based

multi-speaker speech synthesis. Such representations can also enhance the robustness

against the quality degradation of unseen speakers’ synthetic speech. The effectiveness

of this method is evaluated with the second proposed method in this thesis. The results

indicate that this method improves the quality and controllability of synthetic speech.
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Chapter 1

Introduction

1.1 Background

Speech is the most natural means for humans to communicate with each other. A speaker

in speech communication transmits his/her intention, attitude, and emotion through the

air as a speech waveform to a listener. Speech information processing aims to emulate

such speech generation and recognition processes using a computer and assist in speech

communication among humans and robots.

This thesis focuses on speech synthesis, a technology for artificially synthesizing, trans-

forming, and retouching human speech by using a computer. This thesis covers two basic

techniques in particular: text-to-speech (TTS) [1] and voice conversion (VC) [2]. Fig-

ure 1.1 illustrates the general frameworks of TTS and VC. TTS synthesizes speech from

text and enables the development of a speech-based man-machine interface for comput-

ers, smartphones, and smart speakers. VC transforms non-/para-linguistic information of

input speech while keeping its phonetic content unchanged and actualizes speech commu-

nication beyond human physical constraints. Figure 1.2 shows the typical applications of

TTS and VC. These techniques can enrich human speech communication through language

education [3, 4], virtual reality [5], and singing voice synthesis or conversion [6, 7, 8]. They

can also remove barriers in human communication by developing speech translation [9, 10]

and speaking aid [11, 12]. Therefore, the development of speech synthesis technology for

synthesizing high-quality, versatile, and intuitively controllable speech will contribute to

an advanced society where humans and computers cooperate.

One of the challenging aspects of speech synthesis research is to accurately synthesize

human speech, which contains various information such as phonetic content and speaker

identity. In general, even if the phonetic content is the same, human speech varies greatly
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due to the speaker difference and intra-speaker variability (e.g., speaking style and emo-

tion). Therefore, for example, TTS is required not only to read a given text accurately,

but also to reproduce the identity and speaking style of the speaker with high fidelity.

This challenge needs to be addressed for developing a speech synthesis technology that

can synthesize high-fidelity speech and remove barriers to speech communication. How-

ever, a unified solution has not yet been established. This thesis focuses on monolingual

speech synthesis and aims to establish a technology that can synthesize various speakers’

voices with high quality, which can be the basis for technology to generate multilingual

and diverse style voices. It also aims to develop a speech synthesis technology that can

consider not only the speaker’s voice reproduction but also the listener’s voice perception

to facilitate speech communication between humans and robots.

Speech synthesis methods can be classified into two categories: rule-based and corpus-

based methods. Rule-based speech synthesis methods utilize some rules designed by

experts, such as formant frequency, voicing, and noise levels, to synthesize speech ar-

tificially. Formant synthesis [13] is a well-known example of this method, which can
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achieve a lightweight speech synthesis system with few parameters. However, the quality

of speech synthesized by this method is far from that of natural speech due to the lim-

ited rules and the difficulty in synthesizing naturally-sounding consonants. On the other

hand, corpus-based speech synthesis methods utilize a speech corpus containing human

speech recordings to develop high-quality speech synthesis systems. Concatenative speech

synthesis [14] and statistical one [15] are classified as this category. The former properly

concatenate segments of speech waveforms or parameters stored in a speech corpus to

synthesize speech. This method can achieve high naturalness of synthetic speech because

natural speech’s voice characteristics are preserved as much as possible. However, it re-

quires a heavy footprint to store various speech recordings and has difficulty in controlling

the voice characteristics of synthetic speech. Meanwhile, the latter train a statistical model

that generates speech parameters from input features. This method’s main advantage is

the high controllability of synthetic speech with a relatively small footprint, thanks to its

theoretically-grounded machine learning framework. However, synthetic speech quality

tends to degrade due to many factors, such as improper speech parameterization and in-

sufficient statistical modeling. Among these various methods, this thesis mainly focuses

on statistical speech synthesis because it can approach the essence of human behavior that

learns from and adapts to observed data.

A basic framework of statistical speech synthesis consists of two phases: training and

synthesis [15]. In the training phase, input features, i.e., linguistic features in TTS and

source speaker’s speech parameters in VC, and output speech parameters are first ex-

tracted from a training speech corpus. An acoustic model is then trained to represent the

relation between input features and output speech parameters. In the synthesis phase,

input features are first extracted from the given input, i.e., arbitrary text in TTS and

source speaker’s arbitrary voice in VC. Speech parameters are then generated from the

input features by using the trained model. Finally, a speech waveform is synthesized from

the generated parameters. Through the training and synthesis phases, statistical speech

synthesis offers a means to synthesize diverse speech and control voice characteristics in

the synthetic speech better than concatenative TTS [14] and codebook-based VC [16].

Also, it can be extended to multi-speaker statistical speech synthesis [17, 18] that synthe-

sizes multiple speakers’ voices using a single acoustic model. Such multi-speaker acoustic

modeling can widen the range of speech synthesis applications (e.g., speaker anonymiza-

tion [19] and data augmentation [20]).

Deep neural network (DNN)-based speech synthesis [21, 22] involves DNNs [23] as

acoustic models, one of the hottest topics in speech synthesis research. The main ad-
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vantage of using DNNs is to synthesize high-fidelity speech better than traditional hid-

den Markov model (HMM)-based TTS [24] and Gaussian mixture model (GMM)-based

VC [25]. The reason why is that DNNs can learn the complicated relation between input

and output through a series of linear transformation and nonlinear activation functions.

The improvement of computer performance and the availability of large speech corpora

have further advanced DNN-based speech synthesis. Also, knowledge of other related

DNN-based speech information processing, such as speech recognition [23, 26], speaker

classification [27, 28], and anti-spoofing [29], can be introduced through the unified DNN

training framework based on the backpropagation (BP) algorithm [30]. This thesis aims to

develop high-quality, versatile, and intuitively controllable DNN-based speech synthesis,

following these backgrounds.

1.2 Thesis Scope

1.2.1 Issues to Be Addressed

This section describes the issues with conventional DNN-based speech synthesis that are

addressed in this thesis.

Low-quality Synthetic Speech Due to Over-smoothing

Although DNN-based speech synthesis can learn the complicated mapping from input

features to speech parameters, the quality of synthetic speech degrades. A primary cause

of quality degradation is over-smoothing [15, 31] of generated speech parameters. It

removes the fine structures of natural speech parameters and makes the synthetic speech

sound muffled. One can alleviate over-smoothing by training an acoustic model to consider

the statistical difference between natural and generated speech parameters. For example,

the probability distributions of natural speech parameters’ statistics are first modeled in

a parametric [25] or non-parametric [32] manner. Speech parameters are then generated

or transformed using the distributions to reproduce the statistical properties of natural

speech. A more effective approach is to use analytically derived features that quantify

the degree of over-smoothing. A global variance (GV) [25] and modulation spectrum

(MS) [33] of a speech parameter sequence are well-known examples of such features, and

work as constraints in the acoustic model training [34, 35]. Nose and Ito [36] proposed

a method of reducing the GV difference between natural and synthetic speech, assuming

that their GVs follow the Gaussian distribution. Takamichi et al. [34] extended this idea

to MS-based statistical property reproduction. However, quality degradation remains a
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critical problem in both TTS and VC, regardless of the speech parameterization level, i.e.,

vocoder-derived parameters or short-term Fourier transform (STFT) spectra.

Limited Speaker Diversity in Synthetic Speech

A sufficiently large speech corpus that includes multiple speakers’ speech utterances is

required to train a DNN-based high-quality multi-speaker acoustic model. This require-

ment can be problematic in DNN-based parallel VC that trains DNNs using pairs of

source and target speakers’ speech utterances with the same phonetic content. However,

it is unrealistic to record multiple speakers’ parallel speech utterances. Non-parallel VC

using variational autoencoders (VAEs) [37] has been proposed to solve this problem [38].

Although it can train a VAE-based acoustic model without preparing a parallel speech

corpus, the converted speech quality degrades. One of the reasons for this quality degra-

dation is over-regularization [39] of VAEs’ latent variables expected to represent phonetic

content of input speech. One can alleviate over-regularization by using a more informa-

tive prior distribution of the latent variables such as GMMs [40]. However, it is difficult

to determine the number of clusters in a GMM prior because variations in the phonetic

content are typically large. Also, the conventional VAE-based VC method cannot handle

unseen speakers who are not included in training data, in spite of the VAEs’ ability that

can learn various speakers’ voice characteristics.

Uninterpretable Speaker Representation

Speaker representations are additional input features for controlling speaker individuality

of synthetic speech in DNN-based speech synthesis. Therefore, they play an essential role

in developing intuitively controllable speech synthesis technology. Speaker representations

for such technology should be designed considering how humans subjectively perceive the

differences among speakers. The most straightforward speaker representation is a speaker

code [41] that represents speaker individuality as a one-hot vector. However, human

speaker perception is completely ignored because different speakers are orthogonal to each

other in the speaker space constructed by speaker codes. Such speaker space prevents a

user from finding his/her favorite voice characteristics intuitively. Also, a speaker code

cannot define an unseen speaker’s individuality due to its discrete nature, limiting the

number of speakers’ voices that can be synthesized.
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Fig. 1.3. Human abilities in speech communication (left) and related speech information
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1.2.2 Methods Proposed in This Thesis

This thesis proposes three methods to overcome these issues and further advance DNN-

based speech synthesis technology: 1) high-quality speech synthesis integrating a speech

adversary process, 2) versatile speech synthesis integrating a speech recognition process,

and 3) interpretable speaker representation learning introducing human speech perception.

The core idea of these methods is to utilize human’s abilities related to speech informa-

tion processing, i.e., adversary, recognition, and perception, to develop better statistical

speech synthesis. Figure 1.3 contrasts the three abilities with related speech information

processing. Humans can (1a) detect synthetic speech using their knowledge and experi-
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ences, (1b) recognize the phonetic content or speaker individuality of speech accurately,

and (1c) remember an unseen speaker’s voice characteristics by associating them with

memories. The first two can be substituted by data-driven machines created by humans

as (2a) anti-spoofing and (2b) speech recognition or speaker classification, and the third

is directly modeled on human responses through (2c) human computation.

High-quality Speech Synthesis Integrating Speech Adversary Process

A generative adversarial network (GAN)-based method is proposed to overcome the qual-

ity degradation caused by over-smoothing. The core idea is to use the human’s adversarial

ability that discriminates natural speech from synthetic speech. A discriminator that dis-

tinguishes natural speech parameters from generated ones is introduced with this method

to emulate this ability. The DNN-based acoustic model is trained to fool the discriminator

by generating speech parameters indistinguishable from natural ones. Since the objective

of GANs is the minimization of divergence (i.e., the distribution difference) between nat-

ural and generated speech parameters, this method effectively alleviates over-smoothing.

From a different perspective, the discriminator with this method can be interpreted as

anti-spoofing, i.e., a technique to detect synthetic speech and prevent voice spoofing at-

tacks. Accordingly, techniques and ideas concerning anti-spoofing can be introduced to

improve synthetic speech quality further.

Versatile Speech Synthesis Integrating Speech Recognition Process

A VAE-based speech synthesis method is proposed to synthesize arbitrary speakers’ voices

with high quality. The core idea is to use the human’s recognition ability that recognizes

phonetic contents and speaker information of speech accurately. A DNN-based speech

recognition model is introduced to train VAEs for speech synthesis. As a result, the

synthetic speech’s phonetic content is clarified, and high-quality synthetic speech is syn-

thesized. Continuous speaker representations derived from a DNN-based speaker classifi-

cation model are used to overcome the limitations of discrete speaker codes and increase

speaker diversity.

Interpretable Speaker Representation Learning Introducing Human Speech

Perception

A speaker representation learning method is proposed to increase the interpretability of

speaker representations and enable controllable speech synthesis technology. The core

idea is to regard the human’s perception as computational resources for learning the

interpretable speaker representations. This method incorporates human listeners into the
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speaker representation learning framework based on human computation. A large-scale

subjective scoring in terms of multiple speakers’ perceptual similarity is first conducted

involving a large number of listeners. DNNs are then trained for speaker representation

learning considering the similarity scores. An active learning algorithm is proposed to

reduce subjective scoring and DNN training costs.

1.3 Thesis Outline

The rest of this thesis is organized as follows (see also Fig. 1.4).

Chapter 2 briefly reviews the basic framework of DNN-based speech synthesis. The

framework’s four crucial factors are specifically described: 1) feature analysis, 2) acoustic

modeling, 3) speech parameter generation, and 4) speech waveform synthesis.

Chapter 3 discusses the proposed GAN-based method to improve synthetic speech qual-

ity. The basic framework of GANs is first described. The introduction of GANs to train

DNNs for speech synthesis is then discussed. From the divergence minimization perspec-

tive, the effects of the divergence in improving synthetic speech quality are investigated.

Experimental evaluations are conducted to demonstrate this method’s effectiveness in

TTS and VC using vocoder-derived speech parameters. The results indicate that 1) this

method can generate natural speech parameters regardless of its hyperparameter settings,

and 2) Wasserstein GAN minimizing the earth-mover’s distance works the best among

other image-processing-related or speech-processing-related GANs in terms of improving

synthetic speech quality.

Chapter 4 extends the proposed GAN-based method described in Chapter 3 to DNN-

based speech synthesis using STFT spectra. A simple but effective GAN-based approach

is proposed to overcome the difficulty in modeling high-dimensional and complicated am-

plitude spectra. Various frequency scales that are related to human speech perception

are also introduced. The effectiveness of this method is evaluated in TTS using STFT

spectra. The results indicate that 1) GANs using low-frequency-resolution amplitude

spectra improve speech quality and work robustly against the settings of the frequency

resolution and hyperparameters, 2) in comparison of low-, original-, and multi-frequency-

resolution amplitude spectra, the use of low-frequency-resolution spectra works best to

improve synthetic speech quality, and 3) the use of the inverse mel frequency scale for

obtaining low-frequency-resolution amplitude spectra further improves synthetic speech

quality.

Chapter 5 presents the proposed high-quality and versatile speech synthesis method
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based on VAEs. The VAE-based speech parameter generation process is mathematically

formulated to explicitly model the phonetic content and speaker individuality as latent

variables. Non-parallel and many-to-many VC that can reproduce and transform arbi-

trary speaker’s voice characteristics is established using VAEs. The trade-off between

the number of seen speakers and dimensionality of continuous speaker representation

with this method is also investigated. The effectiveness of this method is objectively

and subjectively evaluated in VC. The results indicate that 1) the introduction of a

DNN-based speech recognition model contributes to significant quality improvement in

converted speech, 2) the use of continuous speaker representations achieves high-quality

VC even if the source and target speakers’ speech utterances are not used for the VAE

training, and 3) high-dimensional speaker representation does not necessarily improve the

converted speech quality, but a large number of seen speakers consistently does improve

this.

Chapter 6 presents the proposed perceptual-similarity-aware speaker representation

learning method for increasing the interpretability of speaker representations. The subjec-

tive scoring of perceptual speaker-pair similarity to obtain a perceptual speaker similarity

matrix is first described. Methods of training DNNs for speaker representation learn-

ing using a loss function defined by the similarity matrix are then presented. An active

learning algorithm to reduce the costs of scoring and training is finally introduced. This

method’s effectiveness is evaluated with the proposed VAE-based speech synthesis method

described in Chapter 5. The results indicate that 1) the proposed speaker representation

learning method learns speaker representations strongly correlated with perceptual simi-

larity scores, 2) the representations improve synthetic speech quality better than conven-

tional representations derived from a DNN-based speaker recognition model, and 3) the

active learning algorithm achieves higher synthetic speech quality while reducing the costs

of scoring and training.

Chapter 7 summarizes this thesis and mentions future directions.
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Chapter 2

Statistical Speech Synthesis

Using DNNs

2.1 Introduction

Statistical speech synthesis using DNNs, i.e., DNN-based speech synthesis, consists of two

phases: training and synthesis. Figure 2.1 illustrates the flowcharts for DNN-based TTS

and VC. In the training phase, input features (i.e., linguistic information of the given text

in TTS or speech parameters of source speaker in VC) and output speech parameters are

first extracted in the feature analysis step. A mapping from the input features to speech

parameters is then modeled using DNNs in the acoustic modeling step. In the synthesis

phase, input features are first extracted from the given input. Speech parameters are

then generated by the trained DNNs using the extracted input features in the parameter

generation step. A speech waveform is finally synthesized using the generated speech

parameters in the speech waveform synthesis step. This chapter focuses on two primary

techniques: vocoder-based and vocoder-free synthesis. DNN-based multi-speaker speech

synthesis for synthesizing speech with versatile speaker individuality using a single acoustic

model is also described.

This chapter is organized as follows (see also Fig. 2.2). Section 2.2 describes the feature

analysis step, i.e., speech analysis for speech parameter extraction and text analysis for

linguistic feature extraction. Section 2.3 explains the acoustic modeling step, including

the DNN architecture design, specific TTS or VC modeling, the extension to multi-speaker

modeling, and basic training objective functions. Section 2.4 gives an explanation of the

speech parameter generation step. Section 2.5 explains the speech waveform synthesis

step. Section 2.6 summarizes this chapter.
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Fig. 2.1. Flowcharts for DNN-based TTS and VC. DNN-based acoustic model is trained
to represent mapping from input features to output speech parameters.
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2.2 Feature Analysis

2.2.1 Speech Analysis

Figure 2.3 illustrates the conceptual diagram of speech analysis in statistical speech syn-

thesis. STFT analysis is applied to a waveform for obtaining the time-frequency repre-
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Fig. 2.3. Conceptual diagram of speech analysis. STFT analysis is first applied to speech
waveform to obtain time-frequency representations of speech. Vocoder anal-
ysis is then carried out to decompose STFT amplitude spectra into spectral
parameters and excitation parameters.

sentations of the waveform. Amplitude and phase spectra are given as the STFT analysis

results. One can use these STFT spectra as the speech parameters to be modeled by a

DNN-based acoustic model. However, it is difficult to predict the phase spectra using

a statistical model due to the high randomness. Therefore, only the amplitude spectra

are often considered as the speech parameters [42]. The amplitude spectra are further

decomposed into spectral parameters (i.e., vocal tract features) and excitation parame-

ters (i.e., vocal cord features). This decomposition is based on source-filter modeling [43]

to obtain more controllable speech representations. The former and latter represent the

spectral envelope (shown with a red dashed line in Fig. 2.4) and fine structure of the

amplitude spectra, respectively. The excitation parameters are further decomposed into

periodic factors typically represented as the fundamental frequency (F0) and aperiodic

factors [44].

As the dimensionality of spectral parameters tends to be high, a dimensionality reduc-

tion technique is applied to the parameters before the acoustic modeling. A common

technique uses mel-cepstral coefficients [45] that consider the perceptual effects of human

listening in lower frequency components for dimensionality reduction.

The difference between voiced regions (V) and unvoiced regions (U) must be considered

in modeling F0. Continuous F0 modeling [46] was proposed to represent the F0 parameters

efficiently. It uses one-dimensional continuous values to represent the observed log F0 and

one-dimensional discrete values representing U/V (0 for U and 1 for V). The log F0

values in unvoiced regions are estimated using SPLINE interpolation. Figure 2.5 shows

an example of a continuous F0 sequence and U/V labels.

Vocoder systems are typically utilized to extract the spectral and excitation parame-

ters. A well-known example is the STRAIGHT [47] vocoder that can achieve high-quality
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parameter extraction and speech synthesis. However, the deployment of speech synthesis

systems using the STRAIGHT vocoder is limited due to its patent protection. Another

example is the freely available WORLD [48, 49] vocoder.
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2.2.2 Text Analysis

Text analysis is conducted to extract linguistic features from input text in TTS. This thesis

focuses on Japanese TTS systems [50]. Japanese linguistic features consist of phoneme,

accent type, word, part-of-speech, breath group, and sentence length, etc. A text analyzer,

such as MeCab [51], is used to extract these features. The extracted linguistic features

are represented as multi-dimensional vectors, including categorical factors (e.g., phoneme

identity and accent type) and numeric factors (e.g., the total number of phonemes and

sentence length). Because Japanese is a mora-timed language (i.e., mora isochrony), the

mora features are also included in the linguistic features.

2.2.3 Temporal Alignment

The lengths of the input features and output speech parameters are aligned for acoustic

modeling.

In TTS, the lengths of the linguistic features are much shorter than those of the speech

parameters. Thus, each linguistic feature is duplicated, considering the phoneme durations

to align its length with the corresponding speech parameters. The Viterbi algorithm using

HMMs is often used for phoneme duration prediction. Figure 2.6 shows an example of

the feature alignment in TTS.

In VC, the source and target speech parameters’ lengths are typically different; there-

fore, they need to be aligned before acoustic modeling. The dynamic time warping (DTW)

algorithm [25] is used to align the lengths. Figure 2.7 shows a conceptual diagram of the

DTW algorithm.

2.3 Acoustic Modeling

2.3.1 General Purpose

An acoustic model G(·; θG) parameterized by θG represents the mapping from an input

feature sequence x = [x⊤
1 , · · · ,x⊤

t , · · · ,x⊤
T ]

⊤ to output speech parameter sequence y =

[y⊤
1 , · · · ,y⊤

t , · · · ,y⊤
T ]

⊤, i.e., y = G(x; θG). The frame index and total frame length are de-

noted by t and T , respectively. ADx-dimensional input feature vector andDy-dimensional

output speech parameter vector at frame t are given as xt = [xt(1), · · · , xt(Dx)]
⊤ and

yt = [yt(1), · · · , yt(Dy)]
⊤, respectively. The goal with acoustic modeling is to estimate
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Fig. 2.6. Temporal alignment of features in TTS. Given phoneme boundary, each
phoneme-wise linguistic feature is duplicated to align its length with corre-
sponding speech parameters.

model parameters θG using a training dataset (i.e., a speech corpus) that includes pairs

of input features and output speech parameters.

2.3.2 Static-dynamic Feature Modeling

Static-dynamic features of speech parameters are used for considering temporal continuity.

Let Y t = [y⊤
t ,∆y⊤

t ,∆∆y⊤
t ]

⊤ be a static-dynamic feature vector at frame t. Dynamic

features ∆yt and ∆∆yt are calculated as

∆yt =
1

2
yt+1 −

1

2
yt−1, (2.1)

∆∆yt = yt+1 − 2yt + yt−1. (2.2)
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Fig. 2.7. DTW algorithm for feature alignment in VC. Phoneme boundaries of input
and reference speech are superimposed for clear visualization.

A static-dynamic feature sequence Y = [Y ⊤
1 , · · · ,Y

⊤
t , · · · ,Y

⊤
T ]

⊤ is calculated as Y =

My, where M is a 3DyT -by-DyT matrix used to calculate the dynamic features [24].

Figure 2.8 shows the matrix computation to obtain the static-dynamic feature sequence.

2.3.3 DNN Architectures for Acoustic Modeling

A DNN is a class of artificial neural networks with more than one hidden layer between

its input and output layers [23]. It provides a unified framework for acoustic modeling in

both TTS and VC. This section focuses on three basic DNN architectures: Feed-Forward

DNNs [21, 22], long-short term memory (LSTM) [52, 53], and VAEs [37].

Feed-Forward DNNs

Feed-Forward DNNs constitute the foundation of every DNN, which transform an in-

put vector into an output vector through stacked nonlinear transformations. The layer-

wise nonlinear transformations are defined as element-wise activation functions g(l)(·), l ∈
{1, · · · , L+ 1}, where l and L denote the layer index and number of layers in the DNNs,

respectively. A hidden vector at the lth layer h(l) is calculated using the activation func-

tion as h(l) = g(l)(W (l)h(l−1) + b(l)), where W (l) and b(l) denote a weight matrix of

network connection and bias term at the lth layer, respectively. The input and output

vectors of the DNNs correspond to h(0) and h(L+1), respectively. Figure 2.9 shows the
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Fig. 2.9. Forward propagation procedure in Feed-Forward DNNs

forward propagation procedure to calculate h(l) from h(l−1) in the Feed-Forward DNNs.

The definition of the activation function plays a crucial role in the DNN framework.

The following functions are often used for the hidden layers (l = 1, · · · , L):

• Sigmoid: σ(h) = 1/(1 + e−h)

• Hyperbolic tangent (tanh): tanh(h) = (1− e−h)/(1 + e−h)

• Rectified linear unit (ReLU) [54]: ReLU(h) = max{0,h}

The activation function for the output layer (l = L + 1) is designed in accordance with

a task to be solved. The sigmoid function is used in binary classification tasks, e.g.,

speaker verification. The softmax function Softmax(h) = eh/
∑

eh is used in multi-class

classification tasks, e.g., speech recognition and speaker classification. The linear function

Linear(h) = h is used in regression tasks, e.g., TTS and VC.
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The model parameters of Feed-Forward DNNs, i.e., the weight matrices and bias vectors

of each hidden layer, are updated by supervised learning using the BP algorithm [30]. An

output vector ŷ is first predicted from x through the DNNs. A defined loss function

L(y, ŷ) is then computed with y and ŷ. The model parameters are finally updated using

the stochastic gradient descent (SGD) algorithm with the gradient ∇θGL(y, ŷ).

LSTM

LSTM is one of the most popular recurrent neural network (RNN) architectures for se-

quence modeling. It has an LSTM block consisting of a memory cell Ct, input gate it,

output gate ot, and forget gate f t to learn long-short-term dependencies. Using a past

hidden state ht−1, a past memory cell Ct−1, and an input vector at current time step xt,

the next ht and Ct are calculated as follows:

h̃t−1 = Concat (ht−1,xt) , (2.3)

f t = σ
(
W (f)h̃t−1 + b(f)

)
, (2.4)

it = σ
(
W (i)h̃t−1 + b(i)

)
, (2.5)

gt = tanh
(
W (g)h̃t−1 + b(g)

)
, (2.6)

Ct = Ct−1 ◦ f t + it ◦ gt, (2.7)

ot = σ
(
W (o)h̃t−1 + b(o)

)
, (2.8)

ht = tanh (Ct) ◦ ot, (2.9)

where Concat(·) and ◦ denote the concatenating operation of given vectors and the

Hadamard product (i.e., element-wise product), respectively. Information about the pre-

vious sequence is stored in Ct−1, and the forget gate f t controls the weight for Ct−1. The

input and output gates, it and ot, control the weights for gt and tanh(Ct), respectively.

Figure 2.10 shows the forward propagation procedure to calculate ht and Ct in LSTM.

The model parameters of LSTM, i.e., the weight matrices W (∗) and bias vectors b(∗),

are updated by supervised learning using the backpropagation through time (BPTT)

algorithm [55]. The inner loops of LSTM are first unfolded, then the algorithm is run to

estimate the gradients used for the training.

VAEs

VAEs are probabilistic generative models that generate x from a latent variable z. The

model parameters of VAEs, θ, are estimated by maximizing the marginal likelihood of x
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Fig. 2.10. Forward propagation procedure in LSTM. “Concat” denotes concatenating
operation of given vectors, i.e., Concat(ht−1,xt) = [h⊤
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⊤
t ]

⊤.

defined as

pθ (x) =

∫
pθ (x|z) pθ (z) dz, (2.10)

where pθ(z) is a prior distribution of z. Since the integral in Eq. (2.10) is intractable,

two DNNs are introduced: an encoder qϕ(z|x) and decoder pθ(x|z). The former and

latter approximate the latent variable’s true posterior pϕ(z|x) and the data’s true pos-

terior pθ(x|z), respectively. Model parameters of the encoder and decoder are ϕ and θ,

respectively. These model parameters are estimated to maximize the variational lower

bound of the log likelihood defined as

L (θ, ϕ;x) = −DKL (qϕ (z|x) || pθ (z)) + Eqϕ(z|x) [log pθ (x|z)] , (2.11)

where DKL(·||·) denotes the Kullback-Leibler (KL) divergence between two distributions.

Both the encoder and decoder are assumed to represent the diagonal Gaussian distri-

butions. These distributions’ mean and covariance are estimated by the DNNs. The

isotropic Gaussian distribution N (z;0, I) is typically adopted to pθ(z) for obtaining the

closed form of the KL term in Eq. (2.11). The reparameterization trick [37] is used for the

BP algorithm to work. Figure 2.11 shows the forward propagation procedure to generate

x̂ in the VAEs. The encoder first predicts the mean and variance of the latent variable’s

posterior probability, i.e., µϕ and σ2
ϕ, from x. The reparameterization trick is then ap-
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plied to emulate the latent variable sampling as z = µϕ+σϕ ◦ ϵ, where ϵ is sampled from

N (ϵ;0, I). Finally, the decoder generates x̂ from z.

2.3.4 DNN-based TTS

Basic Framework

Figure 2.12 shows the basic framework for DNN-based TTS. Two DNNs are prepared:

one for the duration model and the other for the acoustic model. The former predicts

phoneme durations from phoneme-wise linguistic features. The latter generates speech

parameters from the linguistic features duplicated with the phoneme durations.
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DNN-based TTS Using Vocoder Parameters

An acoustic model in DNN-based TTS using vocoder parameters [21] generates a joint

vector of U/V and static-dynamic features of mel-cepstral coefficients, continuous log F0,

and aperiodic components. Figure 2.13 shows the acoustic model representing the relation

between linguistic features and speech parameters.

DNN-based Vocoder-free TTS Using STFT Spectra

DNN-based TTS using vocoder parameters works reasonably well. However, the use of

vocoder-based parameterization sometimes causes buzziness in synthetic speech. One

method for preventing this is DNN-based vocoder-free TTS using STFT spectra [42]. An

acoustic model predicts a static feature sequence of STFT amplitude spectra from a joint

vector of linguistic features, continuous F0, and U/V. The use of F0 parameters as input

features is effective in predicting the harmonic information of amplitude spectra [42], and

enables controlling the prosody of the synthetic speech intuitively. Accordingly, DNNs

for F0 parameter prediction need to be prepared in addition to the duration and acoustic

models.
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2.3.5 DNN-based VC

An acoustic model in DNN-based VC predicts static-dynamic features of target speaker’s

mel-cepstral coefficients from those of source speaker’s. F0 is often linearly converted

using the F0 statistics of the source and target speech. The domains of the input and

output features of acoustic modeling are the same in VC. Therefore, the acoustic model

can be trained to represent the mapping from the input features to the difference between

the two features. Kobayashi et al. [56, 57] proposed VC using spectral differentials that

trains an acoustic model to represent y − x = G(x; θG), rather than y = G(x; θG).

2.3.6 Multi-speaker Acoustic Modeling Using Speaker Codes

One can achieve multi-speaker acoustic modeling by conditioning DNNs for speech synthe-

sis with speaker representations that control the speaker individuality of synthetic speech.

Hojo et al. [41] proposed DNN-based multi-speaker acoustic modeling using a speaker

code. The speaker code c = [c(1), · · · , c(n), · · · , c(Ns)]
⊤ represents the identity of one of

the seen (i.e., pre-stored) Ns speakers. The ith speaker’s identity ci is defined as follows:

ci(n) =

1 if n = i

0 otherwise
(1 ≤ n ≤ Ns). (2.12)

Figure 2.14 shows a conceptual diagram of DNN-based multi-speaker acoustic modeling

using speaker codes.
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Similarly, Hsu et al. [38] proposed VAE-based multi-speaker acoustic modeling using

speaker codes. They assumed that z is independent of the speaker individuality, and

defined the marginal likelihood of y conditioned by c as follows:

pθ (y|c) =
∫

pθ (y|z, c) pθ (z) dz. (2.13)

The speaker-dependent speech parameter generation process is modeled based on the

conditional VAE [58] framework using a speaker-independent encoder qϕ(z|y) and speaker-

dependent decoder pθ(y|z, c). The variational lower bound of the log likelihood is defined

as

L (θ, ϕ;y, c) = −DKL (qϕ (z|y) || pθ (z)) + Eqϕ(z|y) [log pθ (y|z, c)] . (2.14)

Since z is independent of the speaker individuality, it can be expected to represent the

phonetic content of speech. Accordingly, VC can be conducted using the conditional VAEs

by feeding the target speaker’s code into the decoder. For instance, when converting source

speech parameters into those of the jth speaker, cj is fed into the decoder frame by frame.

Note that parallel speech corpora are not required because the VAEs are trained in the

same manner as in the auto-encoding process.

2.3.7 Loss Functions for DNN Training

The DNN-based acoustic model is trained to minimize a loss function calculated from

the target speech parameters and output of the DNNs. The standard loss function is

the mean squared error (MSE) between natural and generated speech parameters. The

acoustic model in TTS or VC using vocoder parameters is trained to minimize the MSE

between a natural static-dynamic feature sequence Y and that predicted by DNNs Ŷ :

LMSE

(
Y , Ŷ

)
=

1

T

(
Ŷ − Y

)⊤ (
Ŷ − Y

)
. (2.15)

The MSE is also used for the duration model training in TTS. Because the dynamic

features of the STFT amplitude spectra are not considered to be modeled by the acoustic

model in DNN-based vocoder-free TTS, Y and Ŷ in Eq. (2.15) are replaced with y and

ŷ, respectively,

Minimum generation error (MGE) training was proposed [59, 60] to consider the static-

dynamic constraint of the speech parameters. The loss function in MGE training is
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defined as the MSE between the natural and generated speech parameters after applying

the maximum likelihood parameter generation (MLPG) algorithm [61]

LMGE (y, ŷ) =
1

T
(ŷ − y)

⊤
(ŷ − y)

=
1

T

(
RŶ − y

)⊤ (
RŶ − y

)
, (2.16)

where R is a DyT -by-3DyT matrix defined as

R =
(
M⊤Σ−1M

)−1

M⊤Σ−1. (2.17)

A 3DyT -by-3DyT covariance matrix Σ = diag[Σ1, · · · ,Σt, · · · ,ΣT ] consists of Σt, i.e.,

a 3Dy-by-3Dy covariance matrix at frame t. The covariance matrix Σ is separately esti-

mated using a training dataset. The gradient∇Ŷ LMGE(y, ŷ) is given asR⊤(ŷ−y)/T [60].

The loss function in VAE-based acoustic modeling [38] is defined as the negative log

likelihood of the VAEs, i.e., DKL (qϕ (z|y) || pθ (z)) − Eqϕ(z|y) [log pθ (y|z, c)]. The first

term DKL (qϕ (z|y) || pθ (z)) can be regarded as the regularization term on z. The KL

divergence can be evaluated in closed form with the assumption of the Gaussian prior:

DKL (qϕ (z|y) || pθ (z)) = DKL

(
N

(
z;µϕ,diag

[
σ2

ϕ

])
||N (z;0, I)

)
=

1

2

Dz∑
d=1

(
1 + log σ2

ϕ (d)− µ2
ϕ (d)− σ2

ϕ (d)
)
, (2.18)

where Dz denotes the dimensionality of z. The second term −Eqϕ(z|y) [log pθ (y|z, c)] can
be calculated as the reconstruction error of the VAEs, i.e., LMSE(y, ŷ) [37].

2.4 Speech Parameter Generation

2.4.1 MLPG algorithm

Speech parameters are generated from the trained acoustic model. In DNN-based TTS

using vocoders, the phoneme durations of the given linguistic features are first predicted

using the trained duration model. The static-dynamic feature sequence of the speech

parameters is then predicted using this model. The MLPG algorithm is finally applied

to obtain the static features of the speech parameters. Similar steps are taken in DNN-

based vocoder-free TTS, except for applying the MLPG algorithm because the acoustic

model predicts static features of the STFT amplitude spectra directly. In DNN-based VC,
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the static-dynamic feature sequence of the target speech parameters is predicted using the

source speech parameters, and the MLPG algorithm is applied to obtain the static features

of the target speech parameters.

2.4.2 GV Compensation

Although the generated speech parameters after the MLPG algorithm are temporally

smoothed, their fine structures tend to vanish due to over-smoothing, which considerably

degrades synthetic speech quality. One way to prevent the fine structures from vanishing is

to reproduce the statistics of the natural speech. GV compensation [62, 63] is a commonly

used technique for improving synthetic speech quality. A GV is defined as the second

moment of the speech parameter sequence. A Dy-dimensional GV vector of y is calculated

using

v (y) = [v (1) , · · · , v (d) , · · · , v (Dy)]
⊤
, (2.19)

v (d) =
1

T

T∑
t=1

(yt (d)− ⟨y (d)⟩)2 , (2.20)

⟨y (d)⟩ = 1

T

T∑
t=1

yt (d) . (2.21)

The GV of a generated speech parameter sequence tends to be smaller than that of a

natural one. The synthetic speech quality can be improved by compensating for the

difference between natural and generated GVs. The generated speech parameters after

GV compensation are calculated using

ŷ
(GV)
t (d) =

√
µ(GV) (d)

µ̂(GV) (d)
{ŷt (d)− ⟨ŷ (d)⟩}+ ⟨ŷ (d)⟩ , (2.22)

where µ(GV) (d) and µ̂(GV) (d) are the dth components of the GV mean vectors of the

natural and generated speech, respectively. The mean vectors are calculated using training

data.

2.5 Speech Waveform Synthesis

This section describes two types of speech waveform synthesis: vocoder-based synthesis

and vocoder-free synthesis.
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Fig. 2.15. Speech synthesis using MLSA filter. Excitation signal is first generated from
F0 and aperiodic components, then MLSA filter is applied to it for synthe-
sizing speech waveform.

2.5.1 Vocoder-based Synthesis

Mel-log Spectrum Approximation (MLSA) Filter

The synthetic speech waveform in DNN-based speech synthesis using vocoder parameters

is synthesized from the generated speech parameters using a synthesis filter such as the

MLSA filter [64]. Figure 2.15 illustrates the speech synthesis process using the MLSA

filter.

2.5.2 Vocoder-free Synthesis

The analysis of the excitation parameters often incurs errors such as the U/V decision

error. Therefore, several vocoder-free synthesis methods have been developed for avoiding

errors and improving speech quality.

Spectral Differentials Filter

The converted speech waveform in VC using spectral differentials [56, 57] is synthesized by

applying a spectral differential filter to the input speech waveform. Figure 2.16 illustrates

the VC process using the spectral differentials.

Phase Reconstruction from Spectral Amplitudes

Only the amplitude spectra are modeled by the acoustic model in vocoder-free TTS using

STFT spectra. Therefore, phase spectra are reconstructed using the Griffin and Lim

algorithm [65] with the predicted amplitude spectra. Let y(n) be a speech waveform
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Algorithm 2.1 Phase reconstruction from spectral amplitudes

1: set initial phase information ϕt(d) to random values
2: set initial STFT spectra Yt(d) to yt(d) exp(jϕt(d))
3: for number of iterations do
4: generate y(n) from Yt(d) using inverse STFT (ISTFT):

y(n)← ISTFT [Yt(d)] .

5: reconstruct Yt(d) from y(n) using STFT:

Yt(d)← STFT [y(n)] .

6: update Yt(d) with fixed amplitude spectra yt(d):

Yt(d)← yt(d)
Yt(d)

|Yt(d)|
.

7: end for

sample at time index n. The phase information for the given STFT amplitude spectra

yt(d) is reconstructed in accordance with Algorithm 2.1. This algorithm can synthesize a

speech waveform without the vocoding process. Figure 2.17 illustrates the TTS process

using STFT spectra.
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and Lim.”

2.6 Summary

This chapter reviewed the basic framework of statistical speech synthesis using DNNs

as the acoustic models. The framework consists of two phases: training and synthesis.

The framework’s four crucial factors: 1) feature analysis, 2) acoustic modeling, 3) speech

parameter generation, and 4) speech waveform synthesis, were described. The DNN-based

acoustic model plays an essential role in representing the complicated relation between

input features and speech parameters. Feed-Forward DNNs, LSTM, and VAEs are often

used for acoustic modeling. The model parameters of DNNs are estimated using the BP

(or BPTT) algorithm to minimize the defined loss function.
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Chapter 3

Vocoder-based Statistical

Speech Synthesis Using GANs

3.1 Introduction

This chapter proposes a novel algorithm using GANs to train a DNN-based acoustic model

and prevent over-smoothing of generated speech parameters. Figure 3.1 shows a concep-

tual diagram of the proposed algorithm. GANs consist of two DNNs: a discriminator to

distinguish natural and generated samples, and a generator to generate samples that fool

the discriminator. A new training criterion for the acoustic model is defined based on

the GAN framework. The criterion is the weighted sum of the conventional MGE and

GAN-derived adversarial loss. The adversarial loss makes the discriminator recognize the

generated speech parameters as natural. Since the objective of GANs leads to minimize

divergence (i.e., distribution difference) between natural and generated speech parame-

ters, this algorithm can alleviate over-smoothing and improve synthetic speech quality.

Moreover, this algorithm can be regarded as a generalization of conventional methods

that model analytically derived features such as GVs and MSs explicitly. The reason

why is that this algorithm effectively minimizes the divergence without explicit statistical

modeling of GVs or MSs. Figure 3.2 illustrates the comparison of the conventional and

proposed methods. Also, the discriminator with this algorithm can be interpreted as anti-

spoofing, i.e., a technique to detect synthetic speech and prevent voice spoofing attacks.

Accordingly, techniques and ideas concerning anti-spoofing can be applied to the acoustic

modeling for speech synthesis. In addition, the effects of the divergences are investigated

from the perspective of divergence minimization by GANs. This chapter adopts least

squares GAN (LS-GAN) and Wasserstein GAN (W-GAN) as image-processing-related
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Fig. 3.1. Conceptual diagram of proposed method in Chapter 3
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Fig. 3.2. Relation between conventional and proposed methods in Chapter 3

GANs, and f -divergence GAN (f -GAN) as speech-processing-related GANs, to be in-

vestigated. This algorithm’s effectiveness is evaluated in DNN-based TTS or VC using

vocoder parameters.

This chapter is organized as follows (see also Fig. 3.3). Section 3.2 explains a basic

framework of GANs. Section 3.3 describes the proposed algorithm for the DNN-based

acoustic model training incorporating GANs. Sections 3.4 and 3.5 present experimental

evaluations of this algorithm in TTS and VC, respectively. Section 3.6 summarizes this

chapter.
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3.2 GANs

3.2.1 Objective of GANs

GAN [66] is a class of deep generative models that simultaneously trains two DNNs:

a generator and discriminator D(y; θD). The discriminator’s model parameters θD are

given as neural networks. The value obtained by taking the sigmoid function from the

discriminator’s output, 1/(1+exp(−D(y))), represents the posterior probability that y is

a natural sample. The discriminator is trained to make the posterior probability 1 for y

and 0 for generated ŷ. Meanwhile, the generator is trained to fool the discriminator, i.e.,

it tries to make the discriminator make the posterior probability 1 for ŷ. The two DNNs

in the GAN training are iteratively updated by minibatch SGD. Figure 3.4 illustrates a

conceptual diagram of the GAN framework.
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Fig. 3.4. GAN framework. Discriminator is trained to distinguish y and ŷ, while gen-
erator is trained to fool it. Here, ŷ is generated from x through generator.

3.2.2 Discriminator Training

The discriminator is trained to distinguish y from ŷ by minimizing the discriminator loss

L
(GAN)
D (y, ŷ) defined as

L
(GAN)
D (y, ŷ) = − 1

T

T∑
t=1

log
1

1 + exp (−D (yt))
− 1

T

T∑
t=1

log

(
1− 1

1 + exp (−D (ŷt))

)
.

(3.1)

The stochastic gradient ∇θDL
(GAN)
D (y, ŷ) is used for updating θD. Figure 3.5 illustrates

the procedure for computing the discriminator loss and its gradient.

3.2.3 Generator Training

The generator is trained to fool the updated discriminator by minimizing the adversarial

loss L
(GAN)
ADV (ŷ) defined as

L
(GAN)
ADV (ŷ) = − 1

T

T∑
t=1

log
1

1 + exp (−D (ŷt))
. (3.2)

The stochastic gradient ∇θGL
(GAN)
ADV (ŷ) is used for updating the generator’s model pa-

rameters θG. Goodfellow et al. [66] showed this adversarial framework minimizes the

approximated Jensen–Shannon (JS) divergence between distributions of y and ŷ.
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3.3 Acoustic Model Training Using GANs

This section describes a novel training algorithm for a DNN-based acoustic model incor-

porating GANs.

3.3.1 Acoustic Model Training Criteria Incorporating GANs

The acoustic model with the proposed algorithm is trained to fool the discriminator that

distinguishes natural and generated speech parameters. The loss function of the acoustic

model training is defined as follows:

LG (y, ŷ) = LMGE (y, ŷ) + ωD
ELMGE

ELADV

L
(GAN)
ADV (ŷ) . (3.3)

The second term L
(GAN)
ADV (ŷ) is the GAN-derived adversarial loss to make the discrimi-

nator recognize the generated speech parameters as natural and minimize the divergence

between the distributions of natural and generated speech parameters. Therefore, the

proposed algorithm not only minimizes the generation error but also makes the distribu-

tion of generated speech parameters close to that of natural ones. The ELMGE
and ELADV

denote the expectation values of LMGE(y, ŷ) and L
(GAN)
ADV (ŷ), respectively. Their ratio
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step.

ELMGE/ELADV is the scale normalization term between the two loss functions. The hyper-

parameter ωD controls the weight of the second term. When ωD = 0, the loss function is

equivalent to the conventional MGE described in Section 2.3.7, and when ωD = 1, the two

loss functions have equal weights. The acoustic model parameters θG are updated using

the stochastic gradient ∇θGLG(y, ŷ). Figure 3.6 illustrates the procedure for computing

the proposed loss function and its gradient.

Algorithm 3.1 describes the iterative optimization for the acoustic model and discrimina-

tor in the proposed algorithm. When one module is being updated, the model parameters

of the other are fixed. For example, the discriminator’s model parameters θD are not

updated by the BP algorithm for the acoustic model.

3.3.2 Integrating Anti-spoofing Techniques

The discriminator with the proposed algorithm can be regarded as DNN-based anti-

spoofing [29, 67] that distinguishes natural speech from synthetic speech. From this

perspective, a feature function ϕ(·) can be applied to natural or generated speech pa-

rameters as shown in Fig. 3.5. The function calculates more distinguishable features in

anti-spoofing than the direct use of speech parameters themselves; i.e., ϕ(y) and ϕ(ŷ)

are used instead of y and ŷ in Eqs. (3.1) and (3.2), respectively. The stochastic gradient

∂ϕ(ŷ)/∂ŷ is used for the BP algorithm in the acoustic model training.
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Algorithm 3.1 Iterative optimization for acoustic model and discriminator

1: η := learning rate
2: for number of training iterations do
3: for all training data (x,y) do
4: generate ŷ from the acoustic models:

ŷ = G(x; θG).

5: update θD while fixing θG:

θD ← θD − η∇θDL
(GAN)
D (y, ŷ).

6: update θG while fixing θD:

θG ← θG − η∇θGLG(y, ŷ).

7: end for
8: end for

The dynamic features of spectral parameters can be used as the effective features to

detect synthetic speech [68]. The feature function is defined as ϕ(ŷ) = Mŷ, and the

gradient M⊤ is used for the BP algorithm. One can use other features to be incorporated

into the proposed algorithm. Because the vocoder systems are based on a minimum-

phase vocal tract model, the differences between phase spectra of natural and synthetic

speech can be used [69]. Features related to F0 statistics are also effective to detect

spoofing attacks [70, 71] owing to the difficulty in reliable prosody modeling. Temporal

magnitude/phase modulation features can be used [72] to capture long-term dependencies

of speech parameters.

3.3.3 Duration Model Training Considering Isochrony

The proposed algorithm can be applied to the spectral parameters and continuous F0 gen-

eration straightforwardly. One can also apply the proposed algorithm to phoneme duration

generation directly. However, naturally-distributed phoneme durations do not guarantee

to have natural isochrony of the target language (e.g., moras in Japanese) [73]. Therefore,

the proposed algorithm for duration generation can be modified so that the generated du-

rations naturally distribute in the language-dependent isochrony level. Figure 3.7 shows

the architecture to calculate the isochrony-level durations from the phoneme durations. In

the case of Japanese, which has mora isochrony, each mora duration is calculated from the

corresponding phoneme durations. The discriminator is trained to approximate the di-
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vergence between natural and predicted durations considering the isochrony. Meanwhile,

the duration model is trained to minimizes the weighted sum of the MSE between natural

and predicted phoneme durations and the adversarial loss using the isochrony-level dura-

tions. Since the calculation of the isochrony-level duration is represented as the matrix

multiplication shown in Fig. 3.8, the BP algorithm can be done using the transpose of the

transformation matrix.
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3.3.4 Various Divergences Minimized by GANs

The GAN framework works as a divergence minimization between natural and generated

speech parameters. As described in Section 3.2.1, the original GAN [66] minimizes the ap-

proximated JS divergence. From the perspective of the divergence minimization, this sec-

tion discusses additional GANs minimizing other divergences: f -GAN [74], W-GAN [75],

and LS-GAN [76]. The divergences encompassed by f -GAN are strongly related to speech

processing techniques such as nonnegative matrix factorization [77, 78]. The effectiveness

of W-GAN and LS-GAN in the image processing is well known. The discriminator loss

L
(∗-GAN)
D (y, ŷ) and adversarial loss L

(∗-GAN)
ADV (ŷ) introduced below can be used instead of

Eqs. (3.1) and (3.2), respectively.

f-GAN

f -GAN [74] is the unified framework that encompasses the original GAN [66]. The

difference between distributions of natural and generated data is defined as the f -

divergence [79], a large class of different divergences including the KL and JS divergences.

The f -divergence Df (y∥ŷ) is defined as follows:

Df (y∥ŷ) =
∫

q (ŷ) f

(
p (y)

q (ŷ)

)
dy, (3.4)

where p(·) and q(·) are absolutely continuous density functions of y and ŷ, respectively.

The f(·) is a convex function satisfying f(1) = 0. Although various choices of f(·) for

recovering popular divergences are available, this section adopts speech-processing-related

ones.

KL-GAN: Defining f(r) = r log r gives the KL divergence as follows:

DKL (y∥ŷ) =
∫

p (y) log
p (y)

q (ŷ)
dy. (3.5)

The discriminator loss L
(KL-GAN)
D (y, ŷ) is defined as follows:

L
(KL-GAN)
D (y, ŷ) = − 1

T

T∑
t=1

D (yt) +
1

T

T∑
t=1

exp (D (ŷt)− 1) , (3.6)
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while the adversarial loss L
(KL-GAN)
ADV (ŷ) is defined as follows:

L
(KL-GAN)
ADV (ŷ) = − 1

T

T∑
t=1

D (ŷt) . (3.7)

Reversed KL (RKL)-GAN: Since the KL divergence is asymmetric, the reversed

version, called the RKL divergence DRKL(y∥ŷ) differs from DKL(y∥ŷ) as follows:

DRKL (y∥ŷ) =
∫

q (ŷ) log
q (ŷ)

p (y)
dy = DKL (ŷ∥y) . (3.8)

Defining f(r) = − log r gives the discriminator loss L
(RKL-GAN)
D (y, ŷ) as follows:

L
(RKL-GAN)
D (y, ŷ) =

1

T

T∑
t=1

exp (−D (yt)) +
1

T

T∑
t=1

(−1 +D (ŷt)) , (3.9)

while the adversarial loss L
(RKL-GAN)
ADV (ŷ) is defined as follows:

L
(RKL-GAN)
ADV (ŷ) =

1

T

T∑
t=1

exp (−D (ŷt)) . (3.10)

JS-GAN: The JS divergence without approximation can be formed within the f -GAN

framework. Defining f(r) = −(r + 1) log r+1
2 + r log r gives the JS divergence as follows:

DJS (y∥ŷ) =
1

2

∫
p (y) log

2p (y)

p (y) + q (ŷ)
dy +

1

2

∫
q (ŷ) log

2q (ŷ)

p (y) + q (ŷ)
dy. (3.11)

The discriminator loss L
(JS-GAN)
D (y, ŷ) is defined as follows:

L
(JS-GAN)
D (y, ŷ) = − 1

T

T∑
t=1

log
2

1 + exp (−D (yt))
− 1

T

T∑
t=1

log

(
2− 2

1 + exp (−D (ŷt))

)
,

(3.12)

while the adversarial loss L
(JS-GAN)
ADV (ŷ) is defined as follows:

L
(JS-GAN)
ADV (ŷ) = − 1

T

T∑
t=1

log
2

1 + exp (−D (ŷt))
. (3.13)
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Note that, the approximated JS divergence minimized by the original GAN is 2DJS(y∥ŷ)−
log(4) [66].

W-GAN

Arjovsky et al. [75] proposed W-GAN that minimizes the earth-mover’s distance

(Wasserstein-1) to stabilize unstable training of the original GAN. The earth-mover’s

distance is defined as follows:

DEM (y, ŷ) = inf
γ

E(y,ŷ)∼γ [∥y − ŷ∥] , (3.14)

where γ(y, ŷ) is the joint distribution whose marginals are respectively the distributions

of y and ŷ. On the basis of the Kantorovich–Rubinstein duality [80], the discriminator

loss L
(W-GAN)
D (y, ŷ) is defined as follows:

L
(W-GAN)
D (y, ŷ) = − 1

T

T∑
t=1

D (yt) +
1

T

T∑
t=1

D (ŷt) , (3.15)

while the adversarial loss L
(W-GAN)
ADV (ŷ) is defined as follows:

L
(W-GAN)
ADV (ŷ) = − 1

T

T∑
t=1

D (ŷt) . (3.16)

The discriminator is assumed to be the K-Lipschitz function. Therefore, the discrimina-

tor’s weight parameters are clamped to a fixed interval such as [−0.01, 0.01] after updating
the discriminator.

LS-GAN

Mao et al. [76] proposed LS-GAN that formulates the objective function based on the

MSE. The MSE-based objective function can avoid the gradient vanishing problem of the

original GAN that uses the sigmoid cross entropy. The discriminator loss L
(LS-GAN)
D (y, ŷ)

is defined as follows:

L
(LS-GAN)
D (y, ŷ) =

1

2T

T∑
t=1

(D (yt)− b)
2
+

1

2T

T∑
t=1

(D (ŷt)− a)
2
, (3.17)
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while the adversarial loss L
(LS-GAN)
ADV (ŷ) is defined as follows:

L
(LS-GAN)
ADV (ŷ) =

1

2T

T∑
t=1

(D (ŷt)− c)
2
, (3.18)

where a, b, and c denote the labels that make the discriminator recognize the generated

data as generated, the natural data as natural, and the generated data as natural, respec-

tively. When these labels satisfy the conditions b− c = 1 and b− a = 2, the divergence to

be minimized corresponds to the Pearson X 2 divergence between p(y) + q(ŷ) and 2q(ŷ).

Because results of preliminary experiments showed that these conditions degraded syn-

thetic speech quality, alternative conditions suggested in Eq. (9) of [76], i.e., a = 0, b = 1,

and c = 1, were used in this thesis.

3.3.5 Discussion

The proposed loss function (Eq. (3.3)) is the combination of a multi-task learning algo-

rithm using a discriminator [81] and GANs. In defining LG(y, ŷ) = L
(GAN)
ADV (ŷ), the loss

function is equivalent to that for GANs. The proposed algorithm considers a fully super-

vised setting unlike GANs, i.e., it utilizes the referred input and output parameters [82]

without latent variables for the training. Since only the BP algorithm is used for training,

a variety of DNN architectures such as LSTM [83] can be used for the acoustic model and

discriminator.

The use of the feature function ϕ(·) for the proposed algorithm enables choosing not

only analytically derived features (e.g., GVs and MSs) but also automatically derived

features (e.g., auto-encoded features [84]) to be reproduced. However, the features that

are effective in anti-spoofing may degrade synthetic speech quality because they do not

always relate to human speech perception.

The proposed algorithm makes the distribution of generated speech parameters close to

that of natural ones. Figure 3.9 plots natural and generated speech parameters with sev-

eral mel-cepstral coefficient pairs to illustrate this effect clearly. The proposed algorithm

widens the distributions of generated speech parameters as much as those of natural

ones, whereas “MGE” does not. This effect is strongly observed in the distribution of

higher-order of mel-cepstral coefficients. A noteworthy fact is that the proposed algo-

rithm compensates for the distribution differences between natural and generated speech

parameters better than “MGE-GV,” which can be expected to improve synthetic speech

quality.
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Fig. 3.9. Scatter plots of mel-cepstral coefficients with several pairs of orders. From
left, figures correspond to natural speech, conventional MGE algorithm, con-
ventional MGE algorithm with GV compensation, and proposed algorithm
(ωD = 1.0), respectively. These mel-cepstral coefficients were extracted from
one utterance of evaluation data.

One can explore what components (e.g., analytically derived features and intuitive

reasons [85]) the proposed algorithm changes. Firstly, GVs of natural and generated

mel-cepstral coefficients were calculated. Figure 3.10 shows the calculation results. The

proposed algorithm reduced the GV difference between natural and generated speech

parameters. This is a quite natural result because compensating for the distribution

differences is related to minimizing the moment differences [86, 87]. Secondly, a maxi-

mal information coefficient (MIC) [88] of speech parameters was calculated to quantify

a nonlinear correlation among them. Figure 3.11 shows the calculation results. Weak

correlations are observed among the natural speech parameters as reported in [89]. On

the other hand, strong correlations are observed among speech parameters generated

by the conventional MGE algorithm. The proposed algorithm weakens the correlations

among generated speech parameters. These results indicate that the proposed algorithm

reproduces not only natural GVs but also natural correlation among speech parameters.

Finally, the statistics of continuous F0, phoneme duration, and mora duration were calcu-
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lated. Tables 3.1, 3.2, and 3.3 list the calculation results regarding continuous F0, phoneme

duration, and mora duration, respectively. The bold values in these tables are the closest

to natural statistics in the results. In Tables 3.2 and 3.3, “Proposed (phoneme)” and

“Proposed (mora)” are the proposed algorithms using phoneme and mora durations to

calculate the adversarial loss, respectively. These tables indicate that the proposed al-

gorithm also makes the statistics closer to those of natural speech than the conventional

algorithm. In the results concerning duration generations, “Proposed (mora)” tends to
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Table 3.1. Statistics of natural (“Natural”) and generated (“MGE” and “Proposed”)
continuous F0

Mean Variance

Natural 4.8784 0.076853

MGE 4.8388 0.032841

Proposed (ωD = 1.0) 4.8410 0.032968

Table 3.2. Statistics of natural (“Natural”) and generated (“MSE” and “Proposed(*)”)
phoneme duration

Mean Variance

Natural 16.314 126.20

MSE 14.967 47.665

Proposed (phoneme, ωD = 1.0) 14.963 75.471

Proposed (mora, ωD = 1.0) 15.074 73.207

Table 3.3. Statistics of natural (“Natural”) and generated (“MSE” and “Proposed(*)”)
mora duration

Mean Variance

Natural 25.141 131.93

MSE 23.492 60.891

Proposed (phoneme, ωD = 1.0) 24.794 96.828

Proposed (mora, ωD = 1.0) 24.978 96.682

reduce the mean difference rather than the variance difference.

The proposed algorithm for spectrum and F0 generation (Section 3.2.3) learns the joint

distribution of them. Therefore, one can perform the distribution compensation consid-

ering correlations [90] between different features. Also, the dimensionality differences [91]

can be applied to fool the discriminator. Since the time resolutions in a phoneme dura-

tion and mora duration are different, the proposed algorithm considering the language-

dependent isochrony is related to multi-resolution GAN [92] and hierarchical duration

modeling [93].

Regarding related work, Kaneko et al. [94] proposed a GAN-based post-filter for TTS.

The post-filtering has high portability because it is independent of original speech synthesis

procedures. However, it comes at a high computational cost and has a heavy disk footprint
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Table 3.4. Architectures of DNNs used in TTS evaluations. Feed-Forward DNNs were
used for all architectures

Spectral
parameter
generation

(through Sections
3.4.2 and 3.4.4)

Spectral and F0

parameter
generation

(Section 3.4.5)

Duration
generation

(Section 3.4.6)

Acoustic model 274–400×3–75 442–512×3–94 442–512×3–94
Discriminator 25–200×2–1 26–256×3–1 1–256×3–1
Duration model N/A 439–256×3–1 439–256×3–1

in the speech synthesis phase. In contrast, the proposed algorithm does not require

additional resources (i.e., computational cost and other modules) while achieving high-

quality speech synthesis.

3.4 Experimental Evaluations for TTS

3.4.1 Conditions for TTS Evaluation

A speech corpus of a male speaker was used. The speaker uttered 503 phonetically bal-

anced sentences [95]. The numbers of sentences for the training and evaluation were 450

(subsets A to I) and 53 (subset J), respectively. Speech signals were sampled at a rate

of 16 kHz. The shift length was set to 5 ms. The 0th-through-24th mel-cepstral coeffi-

cients were used as spectral parameters. F0 and 5 band-aperiodicity [44, 96] were used

as excitation parameters. The STRAIGHT vocoder [47] was used for speech parameter

extraction and speech waveform synthesis. Speech parameter trajectory smoothing [97]

with a 50 Hz cutoff modulation frequency was applied to the spectral parameters in the

training data for improving training accuracy. Eighty percent of the silent frames were

removed from the training data.

Table 3.4 lists the DNN architectures used for the evaluation. The ReLU [54] was used

for the activation function for the hidden layers. The linear function was used for the out-

put activation function of the acoustic model and duration model. The sigmoid function

was used for the output activation function of the discriminator. In the spectral parameter

generation (Sections 3.4.2 through 3.4.4), the acoustic model predicted a static-dynamic

feature sequence of the mel-cepstral coefficients (75-dim.) from the 274-dimensional lin-

guistic features frame by frame, and the discriminator used frame-wise static mel-cepstral
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coefficients (25-dim.). Since F0, band-aperiodicity, and duration of natural speech were di-

rectly used for the speech waveform synthesis, some of the prosody-related features, such

as the accent type, were included in the linguistic features. In the spectral parameter

and F0 generation (Section 3.4.5), the acoustic model predicted a static-dynamic feature

sequence of the mel-cepstral coefficients, continuous log F0 [46], and band-aperiodicity

with U/V (94-dim.) from the 442-dimensional linguistic features frame by frame, and

the discriminator used the joint vector of the frame-wise static mel-cepstral coefficients

and continuous log F0 (26-dim.). In the duration generation (Section 3.4.6), the duration

model was trained to predict phoneme durations from corresponding linguistic features

(439-dim).

In the training phase, speech parameters and real-valued linguistic features were nor-

malized to have zero-mean and unit-variance. The training algorithm based on minimizing

the MSE (Eq. (2.15)) [21] was first performed with 25 iterations, then the conventional

MGE training algorithm [60] was performed with 25 iterations for the initialization of the

acoustic model. Here, “iteration” means using all the training data (450 utterances) once

for the training. The discriminator was initialized using natural speech parameters and

generated ones after the MGE training. The number of iterations for the discriminator

initialization was 5. The proposed algorithm was finally performed with 25 iterations us-

ing the initialized acoustic model and discriminator. The expectation values ELMGE
and

ELADV
were estimated at each iteration. The optimization algorithm was AdaGrad [98].

The learning rate was set to 0.01.

3.4.2 Objective Evaluation of Spectral Parameter Generation

The parameter generation loss defined in Eq. (2.16) and spoofing rate were calculated to

evaluate the proposed algorithm objectively. The spoofing rate is the number of spoofing

synthetic speech parameters divided by the total number of synthetic speech parameters

in the evaluation data. Here, “spoofing synthetic speech parameter” indicates a generated

speech parameter that fools the discriminator. The discriminator for the spoofing rate

calculation was trained using natural speech parameters and generated speech parameters

of the conventional MGE training. The generation loss and spoofing rate were calculated

with various settings of the hyperparameter ωD.

Figure 3.12 shows the evaluation results. The generation loss monotonically increases

as ωD increases from 0.0 to 0.4. However, this tendency is not observed when ωD > 0.4.

On the other hand, the spoofing rate significantly increases as ωD increases from 0.0 to

0.2 and becomes almost nearly 1.0 when ωD > 0.3. These results demonstrate that the
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Fig. 3.12. Parameter generation loss (above) and spoofing rate (below) curves against
various settings of hyperparameter ωD

proposed algorithm increases the generation loss, but it can train the acoustic model

to fool the discriminator. In other words, the proposed algorithm tries to reduce the

statistical difference between natural and generated speech parameters, although it does

not necessarily decrease the generation error.

3.4.3 Investigation of Convergence

The proposed algorithm was performed with 100 iterations to investigate the convergence

property. Figure 3.13 plots the generation loss and adversarial loss curves for the training

and evaluation data. This figure indicates that both loss values are almost monotonically
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Fig. 3.13. Parameter generation loss (above) and adversarial loss (below) curves for
training data (blue-dashed line) and evaluation data (red line)

decreased in training. Although the loss values for the evaluation data strongly vary after

a few iterations, they can converge after several more iterations.

3.4.4 Subjective Evaluation of Spectral Parameter Generation

Preference AB tests were conducted to evaluate the quality of speech produced by the

proposed algorithm. Speech samples were generated with three algorithms:

MGE: conventional MGE algorithm (= Proposed (ωD = 0.0))

Proposed (ωD = 0.3): proposed algorithm using least hyperparameter setting that

achieves spoofing rate > 0.99
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(a) MGE vs. Proposed (ωD=0.3)
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(c) Proposed (ωD=0.3) vs. Proposed (ωD=1.0)

Fig. 3.14. Preference scores of speech quality with 95% confidence intervals (spectral
parameter generation in TTS). From top, numbers of listeners were 22, 24,
and 22, respectively.

Proposed (ωD = 1.0): proposed algorithm using standard hyperparameter setting

Pairs of speech samples generated by each algorithm were presented to listeners in ran-

dom order. Listeners participated in the assessment by using crowdsourced subjective

evaluation systems.

Figure 3.14 shows the evaluation results. In Figs. 3.14(a) and (b), the proposed algo-

rithm significantly outperforms the conventional MGE algorithm in both hyperparameter

settings. These results demonstrate that the proposed algorithm robustly yields signifi-

cant improvement in terms of synthetic speech quality regardless of its hyperparameter

setting. Henceforth, the hyperparameter ωD was set to 1.0 for the following evaluations

because Fig. 3.14(c) shows that the score of “Proposed (ωD = 1.0)” was slightly better

than that of “Proposed (ωD = 0.3).”
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Fig. 3.15. Preference scores of speech quality with 95% confidence intervals (spectral
parameter and F0 generation in TTS). From top, numbers of listeners were
19 and 28, respectively.

3.4.5 Subjective Evaluation of F0 Generation

The effectiveness of the proposed algorithm for F0 generation was investigated. Preference

AB tests were conducted using the following three algorithms:

MGE: conventional MGE algorithm

Proposed (sp): proposed algorithm applied to only spectral parameters

Proposed (sp+F0): proposed algorithm applied to both spectral parameters and F0

Pairs of speech samples generated by each algorithm were presented to listeners in random

order. Here, “Proposed (sp)” was not compared with “MGE” since Fig. 3.14 has already

demonstrated that the proposed algorithm improved synthetic speech quality in spectral

parameter generation. Listeners participated in the assessment by using crowdsourced

subjective evaluation systems.

Figure 3.15 shows the evaluation results. The score of “Proposed (sp+F0)” is signifi-

cantly higher than those of “Proposed (sp)” and “MGE.” These results demonstrate the

effectiveness of the proposed algorithm not only for spectral parameters but also for F0.
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Fig. 3.16. Preference scores of speech quality with 95% confidence intervals (duration
generation in TTS). From top, numbers of listeners were 19, 20, and 21,
respectively.

3.4.6 Subjective Evaluation of Duration Generation

The effectiveness of the proposed algorithm in duration generation was investigated. Pref-

erence AB tests were conducted using the following three algorithms:

MSE: conventional MSE algorithm

Proposed (phoneme): proposed algorithm applied to phoneme duration

Proposed (mora): proposed algorithm applied to mora duration

Figure 3.16 shows the evaluation results. There are no significant differences in the

resulting scores. The classification accuracy of DNN-based anti-spoofing was calculated

to investigate the reason. The anti-spoofing was trained to distinguish natural speech

parameters from generated ones by the conventional MSE or MGE algorithm. The pro-



52 Chapter 3 Vocoder-based Statistical Speech Synthesis Using GANs

0.0 0.2 0.4 0.6 0.8 1.0
Accuracy

mora 

phoneme 

sp+F0 

Fig. 3.17. Classification accuracy of anti-spoofing. “sp+F0”, “phoneme”, and “mora”
denote using spectral parameters and F0, phoneme durations, and mora du-
rations to discriminate natural and synthetic speech, respectively.

posed algorithm can be expected to work effectively when the classification accuracy is

higher; i.e., the statistical differences between natural and generated speech parameters

are larger. Figure 3.17 shows the classification accuracy. The accuracy of anti-spoofing

using phoneme or mora duration is lower than that using spectral parameters and F0.

These results suggest that the distribution compensation by the proposed algorithm does

not work well in duration generation. Henceforth, the proposed algorithm was not applied

to duration generation.

3.4.7 Comparison to GV Compensation

Figure 3.10 demonstrated that the proposed algorithm reproduced GVs of natural

speech parameters. Here, this algorithm was compared with GV compensation to

investigate whether the former improves speech quality more than the latter. The GV

post-filtering [63] was applied to the spectral parameters and F0 generated by the MGE

training. A preference AB test involving 29 listeners was conducted using crowdsourced

subjective evaluation systems.

Figure 3.18 shows the evaluation result. The score of “Proposed” is significantly higher

than that of the conventional GV post-filter (“MGE-GV”). This result shows that the

proposed algorithm produces more gain in speech quality than GV compensation.

3.4.8 Effect of Feature Function

The effectiveness of the feature function for anti-spoofing was investigated. The following

two functions were compared:
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Fig. 3.18. Preference scores of speech quality with 95% confidence intervals (comparison
with GV compensation)
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Fig. 3.19. Preference scores of speech quality with 95% confidence intervals (effect of
feature function)

Identity: ϕ(y) = y

Static & delta [68]: ϕ(y) = My

“Identity” is equivalent to not using the feature function. When “Static & delta” was

adopted, joint vectors of the static, delta, and delta-delta mel-cepstral coefficients and

continuous F0 were used for the discriminator. A preference AB test involving 31 listeners

was conducted using crowdsourced subjective evaluation systems.

Figure 3.19 shows the evaluation result. The score of “Static & delta” is much lower

than that of “Identity.” This result suggests that “Static & delta” effectively distinguishes

natural and synthetic speech, but does not improve speech quality.

3.4.9 Subjective Evaluation Using Richer DNN Architecture

Only simple Feed-Forward DNNs were used in the above-described evaluations. Here, two-

layer uni-directional LSTM [83] was used for both the acoustic model and discriminator to

investigate the effectiveness of using a richer DNN architecture. The numbers of memory
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Fig. 3.20. Preference scores of speech quality with 95% confidence intervals (effect of
LSTM-based acoustic model and discriminator)

cells in the acoustic model and discriminator were 256 and 128, respectively. The proposed

algorithm was applied to spectral parameters and F0. The MGE (“MGE”) and proposed

(“Proposed”) algorithms were compared. A preference AB test involving 19 listeners was

conducted using crowdsourced subjective evaluation systems.

Figure 3.20 shows the evaluation result. The score of “Proposed” is higher than that

of “MGE,” demonstrating that the proposed algorithm works for not only simple DNN

architectures but also richer ones.

3.4.10 Effect of Divergence to Be Minimized by GANs

As the final investigation regarding TTS, various GANs were adopted to the proposed

algorithm. The following GANs were compared:

GAN: Eqs. (3.1) and (3.2)

KL-GAN: Eqs. (3.6) and (3.7)

RKL-GAN: Eqs. (3.9) and (3.10)

JS-GAN: Eqs. (3.12) and (3.13)

W-GAN: Eqs. (3.15) and (3.16)

LS-GAN: Eqs. (3.17) and (3.18)

A five-scale point mean opinion score (MOS) test on speech quality was conducted. Speech

samples generated with each GAN were presented to listeners in random order. Fifty-

five listeners participated in the assessment by using crowdsourced subjective evaluation

systems.

Figure 3.21 shows the evaluation results. The proposed algorithm works in the cases of

all GANs except for “KL-GAN” and “JS-GAN.” In addition, two points are noteworthy:
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Fig. 3.21. MOS evaluation results of speech quality with 95% confidence intervals (com-
paring various GANs)

1) minimizing the KL-divergence (“KL-GAN”) does not improve synthetic speech quality,

but the reversed version (“RKL-GAN”) works, and 2) the JS-divergence (“JS-GAN”) does

not work well, but the approximated version (“GAN”) works. One possible reason is the

behavior of each GAN in density fitting: mode-seeking or mode-covering. As reported

in [99], when the target distribution is multi-modal, “RKL-GAN” and “GAN” tend to

result in mode-seeking learning while “KL-GAN” and “JS-GAN” lead to mode-covering

learning. These insights indicate that the mode-seeking-based learning is suitable for the

acoustic model training in speech synthesis. The best GAN in terms of synthetic speech

quality is W-GAN, whose MOS value is significantly higher than those of LS-GAN, JS-

GAN, and KL-GAN. This result indicates that the stable optimization in GAN-based

acoustic model training is crucial for improving synthetic speech quality.

3.5 Experimental Evaluations for VC

3.5.1 Conditions for VC Evaluation

The experimental conditions such as the dataset used in the evaluation, speech parameters,

pre-processing of data, and training procedure were the same as the previous evaluations,
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except for the dimensionality of spectral parameters and DNN architectures. The ef-

fectiveness of the proposed algorithm was investigated in 1) VC using speech parameter

conversion, and 2) VC using spectral differentials.

In evaluation of VC using speech parameter conversion, two DNNs were trained: one

for male-to-male VC and the other for male-to-female VC. Architectures for the acoustic

model and discriminator were Feed-Forward DNNs. The hidden layers of the acous-

tic model and discriminator had 512 × 3 units and 256 × 3 units, respectively. The

1st-through-59th mel-cepstral coefficients were converted by DNNs. The input 0th mel-

cepstral coefficients were directly used as those of the converted speech. F0 was linearly

transformed, and band-aperiodicity was not transformed. The DTW algorithm was used

to align frame lengths of the input and output speech parameters.

In evaluation of VC using spectral differentials, DNNs for male-to-male VC were trained.

Here, input-to-output highway networks (described in Appendix A) were adopted to the

acoustic model instead of Feed-Forward DNNs. The transform gate of the highway net-

works only had a 59-unit input and 59-unit sigmoid output layers.

Speech samples were generated with the conventional MGE and proposed algorithms.

Preference AB tests were conducted to evaluate converted speech quality. Pairs of speech

samples of the two sets were presented to listeners in random order. Listeners selected

speech samples that sounded better in quality. Similarly, XAB tests on the speaker

individuality were conducted using natural speech of the target speaker as the reference

“X.”

3.5.2 Subjective Evaluation Using Speech Parameter Conversion

Eight listeners participated in assessment of male-to-male VC case, and 27 listeners par-

ticipated in assessment of male-to-female VC case by using crowdsourced subjective eval-

uation systems. Figures 3.22 and 3.23 show the evaluation results regarding the speech

quality and speaker individuality, respectively. The results shown in Fig. 3.22 demonstrate

that the proposed algorithm significantly improves the speech quality. Similar tendency is

observed in the evaluation results regarding the speaker individuality shown in Fig. 3.23.

These improvements are observed in both male-to-male and male-to-female VC settings.

One of the reasons for these improvements are GV reproduction by the proposed algo-

rithm, which affects not only speech quality but also speaker individuality [25].
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Fig. 3.22. Preference scores of speech quality with 95% confidence intervals (DNN-based
VC using speech parameter conversion)
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Fig. 3.23. Preference scores of speaker individuality with 95% confidence intervals
(DNN-based VC using speech parameter conversion)

3.5.3 Subjective Evaluation Using Spectral Differentials

The number of listeners that participated in each of the preference AB or XAB tests was

eight. Figures 3.24 and 3.25 show the evaluation results regarding the speech quality and
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Fig. 3.24. Preference scores of speech quality with 95% confidence intervals (DNN-based
VC using spectral differentials)
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Fig. 3.25. Preference scores of speaker individuality with 95% confidence intervals
(DNN-based VC using spectral differentials)

speaker individuality, respectively. The results demonstrate that the proposed algorithm

is also effective in VC using spectral differentials.

3.5.4 Evaluation in Many-to-one VC

Experimental evaluation of the proposed algorithm was conducted in many-to-one VC.

The details of the evaluation are described in Appendix B. In summary, the proposed

algorithm is effective to improve converted speech quality in not only one-to-one VC but

also many-to-one VC.

3.6 Summary

This chapter proposed a novel training algorithm for DNN-based high-quality speech

synthesis. This algorithm incorporates a framework of GANs that adversarially trains a

generator and discriminator to learn high-fidelity deep generative models. The acoustic

model with this algorithm is trained to fool the discriminator that distinguishes natural

and synthetic speech. Since the GAN framework minimizes the divergence between natural

and generated data distributions, the acoustic model can be trained to not only minimize
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the generation loss but also make the distribution of generated speech parameters close to

that of natural ones. As a result, this algorithm reproduces not only natural GVs but also

natural correlation among speech parameters. Experimental evaluations were conducted

in DNN-based TTS or VC using vocoder parameters. The evaluation results indicated

that this algorithm yielded significant improvements in terms of speech quality regardless

of its hyperparameter settings. The results also showed that the use of W-GAN in this

algorithm improved synthetic speech quality the best in comparison with various GANs.
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Chapter 4

Vocoder-free Statistical Speech

Synthesis Using GANs

4.1 Introduction

This chapter extends the GAN-based acoustic model training algorithm proposed in Chap-

ter 3 to a vocoder-free speech synthesis method using STFT spectra. The vocoder-free

method can incorporate other DNN-based signal-processing techniques applied in the

time-frequency domain, such as speech enhancement [100] and speech separation [101],

into the acoustic model training. However, it is difficult to apply the GAN-based algo-

rithm to the vocoder-free method directly. One of the reasons is that the distribution of

high-dimensional STFT amplitude spectra (e.g., 1,024-dim.) is more complicated than

that of the low-dimensional vocoder parameters. This chapter proposes a novel algorithm

based on GANs using low-frequency-resolution amplitude spectra to train a DNN-based

acoustic model. Figure 4.1 shows the conceptual diagram of this algorithm. The fre-

quency resolution of amplitude spectra is first lowered using an average-pooling function

along with a frequency axis while keeping rough structures of the spectra (i.e., the spec-

tral envelope) preserved. The GAN-based training algorithm is then performed using the

low-frequency-resolution amplitude spectra to calculate the adversarial loss. Since the

spectral envelopes are dominant features in perceiving the quality of synthetic speech,

this algorithm can be expected to improve synthetic speech quality better than using the

GANs in the original frequency resolution. Furthermore, a frequency warping function can

be applied to amplitude spectra for introducing various frequency scales that are related

to human speech perception (e.g., mel and inverse mel frequency scales). This chapter

also proposes a training algorithm based on GANs using multi-frequency-resolution am-
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Fig. 4.2. Relation between conventional and proposed methods in Chapter 4

plitude spectra that uses both low- and original-frequency-resolution amplitude spectra.

This algorithm can be expected to compensate for not only the differences in rough struc-

tures but also in fine structures of natural and generated amplitude spectra. Figure 4.2

illustrates the relation between conventional and proposed methods.

This chapter is organized as follows (see also Fig. 4.3). Section 4.2 describes the pro-

posed GAN-based algorithms using low- and multi-frequency-resolution amplitude spec-

tra. Section 4.3 presents experimental evaluations of these algorithms in DNN-based

vocoder-free TTS using STFT spectra. Section 4.4 summarizes this chapter.
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4.2 GAN-based Acoustic Model Training Using

Low-/multi-frequency-resolution Amplitude

Spectra

4.2.1 GAN-based Training Algorithm Using Low-frequency-

resolution Amplitude Spectra

Frequency Resolution Lowering Using Average-pooling

Let P = [O⊤
p,F I⊤

F O⊤
p,F ]

⊤ be a (F + 2p)T -by-FT zero-padding matrix, where p, Op,F ,

and IF denote the size of zero padding, p-by-F zero matrix, and F -by-F identity matrix,

respectively. A (F + 2p)-dimensional zero-padded amplitude spectra vector at frame t,

[0⊤
p ,y

⊤
t ,0

⊤
p ]

⊤, is calculated as Pyt, where 0p denotes a p-dimensional zero vector. Let

W be a F (L)-by-(F +2p) pooling matrix. The F (L) is the total number of frequency bins

calculated as

F (L) =
F + 2p− w

s
+ 1, (4.1)
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Fig. 4.4. Matrix computation in average-pooling function

where w and s denote the width and stride of the pooling operation, respec-

tively. A low-frequency-resolution amplitude spectra vector at frame t, y
(L)
t =

[y
(L)
t (1), · · · , y(L)t (F (L))]⊤, is calculated as WPyt. An average-pooling function ϕ(·)

transforms amplitude spectra in the original frequency resolution y into those in the low

frequency resolution y(L) as ϕ(y) = [(WPy1)
⊤, · · · , (WPyT )

⊤]⊤, using the matrices P

and W . Figure 4.4 shows the matrix computation in the average-pooling function. The

above processes are similar to conversion from raw amplitude spectra into filter-bank

parameters that represent spectral envelopes of speech.

GAN-based Training Using Low-frequency-resolution Amplitude Spectra

A low-frequency-resolution discriminator D(L)(·) is trained to distinguish natural and gen-

erated amplitude spectra in the low (i.e., rough) frequency resolution. The discriminator

loss for D(L)(·) is defined as the same manner as Eq. (3.1), but y and ŷ in the equation

are replaced with y(L) and ŷ(L), respectively.

A loss function for training an acoustic model is defined as follows:

L
(Low)
G (y, ŷ) = LMSE (y, ŷ) + ω

(L)
D

Eŷ [LMSE]

Eŷ(L) [LADV]
LADV

(
ŷ(L)

)
, (4.2)

where ŷ(L) = ϕ(ŷ) denotes generated spectra in the low frequency resolution. The ω
(L)
D

is a hyperparameter to control the effect of the second term. This loss function is formu-

lated as the weighted sum of the MSE in the original frequency resolution and adversarial

loss in the low frequency resolution. Since the distributions of amplitude spectra in the

low frequency resolution become simpler than those in the original frequency resolution,

this algorithm can overcome the difficulty in modeling complicated distribution of high-

dimensional amplitude spectra. Furthermore, it can be expected to improve synthetic
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Fig. 4.5. Examples of amplitude spectra of natural and synthetic speech after frequency
warping for (a) linear, (b) mel, and (c) inverse mel frequency scales. These
spectra were extracted from one utterance of evaluation data. Synthetic am-
plitude spectra were generated from acoustic model trained to minimize MSE
(Eq. (2.15)).

speech quality by reducing the difference between spectral envelopes (i.e., dominant fea-

tures regarding speech quality) of natural and synthetic speech.

4.2.2 Frequency Scale Conversion Using Frequency Warping

Besides the above-described approximated filter bank extraction, the proposed algorithm

can use different frequency scales that are related to human speech perception and anti-

spoofing [29, 67]. For example, the mel frequency scale and its inverted version [68] can

be used instead of an ordinary linear frequency scale. This can be done by applying

a frequency warping function to amplitude spectra before feeding them into the low-

frequency-resolution discriminator. Figure 4.5 shows examples of the amplitude spectra

of natural and synthetic speech in various frequency scales after applying the frequency

warping functions [102] shown in Fig. 4.6. In the mel frequency scale (Fig. 4.5(b)), there

are fewer differences between natural and synthetic amplitude spectra than those in the

inverse mel frequency scale. This observation suggests that the GAN-based distribution

compensation may work well in the inverse mel frequency scale.
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Fig. 4.6. Frequency warping functions for (a) linear, (b) mel, and (c) inverse mel fre-
quency scales

4.2.3 GAN-based Training Algorithm Using Multi-frequency-

resolution Amplitude Spectra

This section presents a GAN-based training algorithm using multi-frequency-resolution

amplitude spectra. This algorithm introduces not only the low-frequency-resolution dis-

criminator D(L)(·) but also the original-frequency-resolution one D(·). A loss function for

training an acoustic model is defined as follows:

L
(Multi)
G (y, ŷ) = LMSE (y, ŷ) + ωD

Eŷ [LMSE]

Eŷ [LADV]
LADV (ŷ)

+ ω
(L)
D

Eŷ [LMSE]

Eŷ(L) [LADV]
LADV

(
ŷ(L)

)
.

(4.3)

When ωD = 0, this loss function is the same as that in Eq. (4.2). This algorithm can

be expected to compensate for not only the differences in rough structures (i.e., spectral

envelopes) but also in fine structures of natural and generated amplitude spectra. Figure

4.7 illustrates the computation procedure of the loss function. Note that D(L)(·) and D(·)
are separately trained.
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Fig. 4.7. Loss functions to update acoustic model in proposed GAN-based algorithm
using multi-frequency-resolution amplitude spectra. Average-pooling function
ϕ(·) lowers frequency resolution of amplitude spectra while keeping their rough
structures unchanged.

4.2.4 Discussion

The average-pooling function in the proposed algorithms can be regarded as the filter

bank parameter extraction. When the pooling width w is set to a larger value, fine

structures of the amplitude spectra get smoother. Figure 4.8 shows examples of the low-

frequency-resolution spectra of natural and synthetic speech with various settings of the

pooling width. This figure illustrates that spectral peaks (i.e., formants) of the synthetic

amplitude spectra tend to be weaker than those of the natural ones. This tendency may

be one of the causes of the speech quality degradation.

Regarding related work, Kaneko et al. [103] proposed a GAN-based post-filter for STFT

amplitude spectra. This post-filter-based approach requires additional computation in

the synthesis stage, but the proposed approaches do not. Also, their approach ignores

the overall spectral structures (i.e., spectral envelopes) and their correlation because it

splits amplitude spectra into several sub-frequency bands and applies GANs to each band

independently. On the other hand, the proposed approaches can effectively capture them

by reducing the dimensionality of the spectra while preserving the whole spectral structure.
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Fig. 4.8. Examples of low-frequency-resolution spectra of natural and synthetic speech.
These spectra were extracted from one utterance of evaluation data. Zero-
padding size p and pooling stride s were set to 6 and w/2, respectively. “(a)
w = 1” corresponds to amplitude spectra in original frequency resolution.
These synthetic amplitude spectra were generated from acoustic model trained
to minimize Eq. (2.15).

This chapter extends the GAN-based proposed algorithm for TTS using vocoder param-

eters in Chapter 3 to TTS using STFT amplitude spectra. Although Juvela et al. [104]

proposed a GAN-based method to synthesize a speech waveform from natural mel fre-

quency cepstral coefficients (MFCCs), their method was not conditioned by linguistic

information and cannot be directly applied to TTS. The proposed algorithms can be ex-

pected to achieve TTS that directly synthesizes a speech waveform from linguistic features.

The idea using GANs in the low frequency resolution can also be applied to WaveGAN

and SpecGAN [105], which synthesize an audio waveform by using unconditional GANs.

4.3 Experimental Evaluations

4.3.1 Experimental Conditions

A speech corpus of a Japanese female speaker was used. The speaker uttered 4,007

sentences (part of the JSUT corpus [106]). The numbers of sentences used for training

and evaluation were 3,808 and 199, respectively. The sampling rate of the speech signals

was 16 kHz. The frame length, shift length, and FFT length were 400, 80, and 1,024
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samples, respectively. The Hamming window was used for STFT analysis. Accordingly,

513-dimensional STFT spectra were obtained. Ninety percent of the silence frames were

removed from the training data to improve the training accuracy.

Architectures for the acoustic model and discriminators were Feed-Forward DNNs. The

input of the acoustic model was a 444-dimensional vector including 439-dimensional lin-

guistic features, 3-dimensional duration features, continuous log F0, and U/V. The linguis-

tic features included phonemes, mora position, accent type, frame position in a phoneme,

etc. F0 was extracted from speech data using the STRAIGHT vocoder [47]. Two DNNs

for predicting duration and F0 from linguistic features were trained in advance. The

acoustic model included three 1,024-unit hidden layers with the ReLU [54] activation

function and 513-unit output layer with the linear activation function. The original-

frequency-resolution discriminator included three 512-unit hidden layers with the ReLU

activation function and one unit output layer with the sigmoid activation function. The

low-frequency-resolution discriminator was almost the same as the original-frequency-

resolution one; i.e., the activation functions used in the hidden and output layers were

ReLU and sigmoid, respectively, and the number of hidden layers was three. However,

the numbers of input and hidden units of the discriminator varied in accordance with the

parameters of the pooling function ϕ(·). The pooling width w was set to 14, 30, or 70.

Accordingly, F (L) was set to 74, 34, or 14. The number of the hidden units in D(L)(·) was
changed to 128, 64, or 32 as F (L) decreased. The zero padding size p and stride s were

set to 6 and w/2, respectively.

In the DNN training, real-valued linguistic features and log-amplitude spectra were nor-

malized to have zero-mean and unit-variance. The acoustic model was first initialized by

minimizing the MSE between natural and generated amplitude spectra with 25 iterations.

The original- and low-frequency-resolution discriminators were then initialized to distin-

guish amplitude spectra of natural speech and ones generated by the initialized acoustic

model. The discriminator initialization was performed with 5 iterations. The proposed

algorithms were finally performed with 25 iterations using the initialized acoustic model

and discriminators. The expectation values for scaling the loss functions were estimated

at each iteration. The optimization algorithm was AdaGrad [98]. The learning rate was

set to 0.01.

4.3.2 Objective Evaluations

The root mean square error (RMSE) between natural and generated amplitude spectra and

the spoofing rates of D(·) and D(L)(·) were calculated as the objective evaluation criteria.
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Table 4.1. Objective evaluation results with their standard deviations. “RMSE” de-
notes root mean square error between natural and generated amplitude spec-

tra. Various hyperparameter settings (ωD, ω
(L)
D ) for proposed algorithms were

used and compared. Pooling parameters were set to w = 30, s = 15, and
p = 6. These evaluation values were calculated using all evaluation data and
averaged

(ωD, ω
(L)
D ) (0.0, 0.0) (0.0, 1.0) (1.0, 0.0) (1.0, 1.0)

RMSE 1.09±0.09 1.12±0.09 1.25±0.08 1.24±0.08
D(·) spoofing rate 0.0019 ± 0.0042 0.5507 ± 0.0696 0.9999 ± 0.0001 0.9999 ± 0.0005

D(L)(·) spoofing rate 0.0273 ± 0.0177 0.9704 ± 0.0269 0.9965 ± 0.0055 0.9955 ± 0.0065

The discriminators D(·) and D(L)(·) for the spoofing rate calculation were trained to

distinguish amplitude spectra of natural speech from those of synthetic speech generated

by the conventional algorithm [42]. The proposed algorithms were compared using the

combination of the hyperparameters (ωD, ω
(L)
D ) setting each to 0.0 or 1.0.

Table 4.1 shows the evaluation results. From the results, the algorithm with the hy-

perparameter setting (ωD = 0.0, ω
(L)
D = 0.0), i.e., the same as the conventional algorithm,

achieves the lowest RMSE. However, the algorithm’s spoofing rates are the lowest among

the four algorithms. This result suggests that the conventional algorithm does not train

the acoustic model to fool the two discriminators. On the other hand, the proposed al-

gorithm setting to (ωD = 0.0, ω
(L)
D = 1.0) generates amplitude spectra that fool D(L)(·),

although the RMSE becomes slightly worse than that of the conventional algorithm. Note

that the similar tendency (i.e., increase of speech parameter generation error) was also

reported in Section 3.4.2. Some of amplitude spectra generated by this algorithm also

fool D(·), nevertheless deceiving the model is out of the consideration during the acoustic

model training. These results indicate that the GAN-based proposed algorithm using

low-frequency-resolution amplitude spectra reduces the differences between natural and

generated amplitude spectra observed in their rough structures. Meanwhile, the proposed

algorithms using original-frequency-resolution amplitude spectra, i.e., “(1.0, 0.0)” and

“(1.0, 1.0)” in Table 4.1, have similar tendencies. Although these algorithms improve

spoofing rates of both D(·) and D(L)(·) much higher than the other two algorithms, they

also considerably degrade the RMSE of the amplitude spectra. Such RMSE degradation

may deteriorate synthetic speech quality significantly.
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Table 4.2. Preference scores of synthetic speech quality (GANs using original-frequency-
resolution amplitude spectra with various hyperparameter settings of ωD).
Bold values indicate that method is more preferred than other with p-value
< 0.05

Method A Score (A vs. B) Method B
ωD = 0.5 0.300 vs. 0.700 Baseline
ωD = 1.0 0.280 vs. 0.720 Baseline
ωD = 0.5 0.496 vs. 0.504 ωD = 1.0

4.3.3 Subjective Evaluations

Preference AB tests in terms of synthetic speech quality were conducted. Twenty-five

listeners participated in each of the following evaluations by using crowdsourced evaluation

systems. Each listener evaluated 10 speech samples. The total number of listeners was

1,125. In the following evaluations, “Baseline” denotes the conventional training algorithm

that minimizes the MSE loss shown in Eq. (2.15) only [42].

Evaluation of GANs Using Original-frequency-resolution Amplitude Spectra

The effect of the GAN-based algorithm using the original-frequency-resolution amplitude

spectra (i.e., the same algorithm as described in Chapter 3) was investigated by fixing

ω
(L)
D = 0 and by setting ωD = 0.5 or 1.0. Three algorithms were compared: “Baseline”

and proposed algorithm with the setting “ωD = 0.5” or “ωD = 1.0.”

Table 4.2 shows the evaluation results. The GAN-based algorithm significantly degrades

synthetic speech quality compared with “Baseline,” regardless of the hyperparameter set-

tings. This result demonstrates that just using the GAN-based training algorithm, which

is effective in TTS using vocoder parameters (Chapter 3), does not improve synthetic

speech quality in TTS using STFT amplitude spectra.

Evaluation of GANs Using Low-frequency-resolution Amplitude Spectra

Firstly, the effect of pooling width w was investigated by fixing ωD = 0 and by setting

ω
(L)
D = 1. Speech samples generated by “Baseline” and the proposed algorithm using

low-frequency-resolution amplitude spectra were compared. The pooling width w was set

to 14, 30, or 70. The number of hidden units in D(L)(·) was changed in accordance with

the pooling parameter settings. Table 4.3 shows the evaluation results. The proposed

algorithm always achieves higher scores than “Baseline” regardless of the pooling width

settings. This result demonstrates the algorithm’s effectiveness in improving synthetic
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Table 4.3. Preference scores of synthetic speech quality (GANs using low-frequency-
resolution amplitude spectra with various settings of w). Bold values indi-
cate that method is more preferred than other with p-value < 0.05. Here,
number of hidden units in D(L)(·) was changed in accordance with settings
of w

(a) Results comparing “Baseline” with each of GAN-
based algorithms

Method A Score (A vs. B) Method B
w = 14 0.568 vs. 0.432 Baseline
w = 30 0.572 vs. 0.428 Baseline
w = 70 0.528 vs. 0.472 Baseline

(b) Results comparing three GAN-based algorithms

Method A Score (A vs. B) Method B
w = 14 0.488 vs. 0.512 w = 30
w = 30 0.532 vs. 0.468 w = 70
w = 70 0.472 vs. 0.528 w = 14

Table 4.4. Preference scores of synthetic speech quality (GANs using low-frequency-
resolution amplitude spectra with various settings of w). Bold values indi-
cate that method is more preferred than other with p-value < 0.05. Here,
number of hidden units in D(L)(·) was fixed regardless of settings of w

(a) Results comparing “Baseline” with each of GAN-
based algorithms

Method A Score (A vs. B) Method B
w = 14 0.548 vs. 0.452 Baseline
w = 30 0.600 vs. 0.400 Baseline
w = 70 0.560 vs. 0.440 Baseline

(b) Results comparing three GAN-based algorithms

Method A Score (A vs. B) Method B
w = 14 0.472 vs. 0.528 w = 30
w = 30 0.528 vs. 0.472 w = 70
w = 70 0.476 vs. 0.524 w = 14

speech quality.

Secondly, a subjective evaluation of the proposed algorithm with the fixed number

of hidden units in D(L)(·) was conducted. The number of hidden units was set to 128

regardless of the pooling parameter settings. Table 4.4 shows the evaluation results. The

results shown in this table have tendencies similar to Table 4.3, demonstrating that the
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Table 4.5. Preference scores of synthetic speech quality (GANs using low-frequency-

resolution amplitude spectra with various hyperparameter settings of ω
(L)
D

and fixed pooling width w = 30). Bold values indicate that method is more
preferred than other with p-value < 0.05

Method A Score (A vs. B) Method B

ω
(L)
D = 0.5 0.544 vs. 0.456 Baseline

ω
(L)
D = 1.0 0.588 vs. 0.412 Baseline

ω
(L)
D = 0.5 0.504 vs. 0.496 ω

(L)
D = 1.0

Table 4.6. Preference scores of synthetic speech quality (comparison between GANs
using low-frequency-resolution and smoothed original-frequency-resolution
amplitude spectra). Bold value indicates that method is more preferred
than other with p-value < 0.05

Method A Score (A vs. B) Method B
Pooling 0.580 vs. 0.420 Smoothing

algorithm works robustly against the discriminator’s size. The pooling width w was set to

30 in the following evaluations because the results in Tables 4.3(b) and 4.4(b) indicated

that “w = 30” was the best among the three settings. The number of hidden units in

D(L)(·) was set to 64 for reducing the number of model parameters.

Finally, the hyperparameter’s effect in the proposed algorithm was investigated by fixing

ωD = 0 and by setting ω
(L)
D = 0.5 or 1.0. “Baseline” and the proposed algorithm with

the setting “ω
(L)
D = 0.5” or “ω

(L)
D = 1.0” were compared. Table 4.5 shows the evaluation

results. These results demonstrate that the GAN-based proposed algorithm using low-

frequency-resolution amplitude spectra improves synthetic speech quality regardless of its

hyperparameter settings.

Comparison between Pooling and Smoothing of Amplitude Spectra

The dimensionality reduction by the average-pooling function is one of the crucial factors

in the proposed algorithm. Here, the average-pooling function (“Pooling”) was compared

with a simple moving average filter (“Smoothing”) to investigate the effectiveness of the

dimensionality reduction. The filter size of “Smoothing” was set to 25. Amplitude spectra

after applying “Smoothing” can be regarded as the spectral envelope parameters without

the dimensionality reduction. Table 4.6 shows the evaluation result. “Pooling” signifi-

cantly outperforms “Smoothing” from this table. This result suggests that the dimen-

sionality reduction is one of the essentials for the synthetic speech quality improvement.
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Table 4.7. Preference scores of speech quality (GANs using original-, low-, and multi-
frequency-resolution amplitude spectra). Bold values indicate that method
is more preferred than other with p-value < 0.05

Method A Score (A vs. B) Method B
Low 0.808 vs. 0.192 Multi
Multi 0.492 vs. 0.508 Original

Original 0.192 vs. 0.808 Low
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Fig. 4.9. Examples of amplitude spectra of (a) natural speech and synthetic speech
generated by algorithms named as (b) “Baseline,” (c) “Low,” (d) “Original,”
and (e) “Multi.” These spectra were extracted from one utterance of evaluation
data.

Evaluation of GANs Using Multi-frequency-resolution Amplitude Spectra

The effects of the proposed algorithm using multi-frequency-resolution amplitude spectra

were investigated. Speech samples were generated using the following three algorithms:

Original: (ωD, ω
(L)
D ) = (1.0, 0.0)

Low: (ωD, ω
(L)
D ) = (0.0, 1.0)

Multi: (ωD, ω
(L)
D ) = (1.0, 1.0)

Table 4.7 shows the experimental results. “Low” in this table significantly outperforms

the others. Amplitude spectra of synthetic speech used for this evaluation were plotted

in Fig. 4.9 to investigate the reason. The difference in spectral peaks between natural

and synthetic speech is reduced by the proposed algorithms (Figs. 4.9(c), (d), and (e)).

However, some temporal discontinuities are observed in the amplitude spectra generated

by “Original” and “Multi” (Figs. 4.9(d) and (e)). These discontinuities may be one of the

causes of speech quality degradation.
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Table 4.8. Preference scores of synthetic speech quality (GANs using low-frequency-
resolution amplitude spectra with gated-CNN-based acoustic model). Bold
values indicate that method is more preferred than other with p-value < 0.05

(a) Results comparing “Baseline” with each of GAN-
based algorithms

Method A Score (A vs. B) Method B
Original 0.180 vs. 0.820 Baseline
Low 0.608 vs. 0.392 Baseline
Multi 0.252 vs. 0.748 Baseline

(b) Results comparing three GAN-based algorithms

Method A Score (A vs. B) Method B
Low 0.808 vs. 0.192 Multi
Multi 0.496 vs. 0.504 Original

Original 0.172 vs. 0.828 Low

Evaluation of DNN Architectures for Acoustic model

Richer architectures than Feed-Forward DNNs were used for acoustic modeling to deal

with the temporal discontinuities of generated amplitude spectra. Gated convolutional

neural networks (CNNs) [107] were used instead of LSTM [52, 83] because they can be

applied to sequential modeling in speech processing [108, 109] and can be trained faster

than LSTM. Here, a 1D convolutional (Conv1D) layer along the time axis with the gated

linear unit (GLU) activation function [107] was prepared after the output layer of the

acoustic model. A residual connection [110] was introduced between the output and

Conv1D layers for better modeling. The width and zero-padding size of the convolution

were set to 15 and 7, respectively.

Speech samples were generated by the four algorithms (“Baseline,” “Original,” “Low,”

and “Multi”) using the gated CNNs as the acoustic model. Table 4.8 shows the eval-

uation results. Similar tendencies to the previous evaluation results are observed; i.e.,

1) “Low” significantly outperforms the others, and 2) the GAN-based algorithms us-

ing original-frequency-resolution amplitude spectra significantly degrade synthetic speech

quality. These results indicate that the sequential modeling is insufficient to deal with the

temporal discontinuities in the generated amplitude spectra.

The effectiveness of the CNN-based acoustic model in the proposed algorithm using

low-frequency-resolution amplitude spectra was investigated. Two acoustic models, 1)

Feed-Forward DNNs (“FFNN”) and 2) gated CNNs (“CNN”), were compared. Table
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Table 4.9. Preference scores of synthetic speech quality (comparison between Feed-
Forward DNNs (“FFNN”) and gated CNNs (“CNN”) for acoustic modeling).
Bold values indicate that method is more preferred than other with p-value
< 0.05

Method A Score (A vs. B) Method B
CNN 0.644 vs. 0.356 FFNN

Table 4.10. DNN architectures for discriminator. Numbers of input units of “FFNN-
O,” “FFNN-L,” “CNN-1D,” and “CNN-2D,” were 513, 34, 513, and 513,
respectively. “ReLU” or “GLU” denotes hidden activation function. Width,
stride, and zero-padding size of Conv1D layer in “CNN-1D” were set to 30,
15, and 6, respectively. Width parameters of Conv2D layers in “CNN-2D”
were set to 9, 7, 5, and 3. Accordingly, stride and zero-padding parameters
were set to 4, 3, 2, and 1

Hidden layers Output
FFNN-O Linear 512 units × 3 (ReLU) Frame-wise
FFNN-L Linear 64 units × 3 (ReLU) Frame-wise
CNN-1D Conv1D 4 channels (GLU) + Linear 64 units × 3 (ReLU) Frame-wise
CNN-2D Conv2D 32–16–8–4 channels (ReLU) + Fully-connected Segment-wise

4.9 shows the evaluation results. The results demonstrate that the CNN-based acoustic

model is effective in improving synthetic speech quality better than the Feed-Forward-

DNN-based one.

Evaluation of DNN Architectures for Discriminator

The effects of DNN architectures for the discriminator in the proposed algorithms were

investigated. The gated-CNN-based acoustic model was used, and the discriminators

using following four DNN architectures were compared:

FFNN-O: the same as used in “Original”

FFNN-L: the same as used in “Low”

CNN-1D: replacing average-pooling with a Conv1D layer along the frequency axis with

the GLU activation function

CNN-2D: using 2D convolutional (Conv2D) layers for capturing the time-frequency

structures of the spectra

The Conv1D layer in “CNN-1D” can be regarded as a trainable multi-channel average-

pooling function to obtain low-frequency-resolution amplitude spectra. Table 4.10 shows

the details of the four architectures.
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Table 4.11. Preference scores of synthetic speech quality (GANs using gated CNNs as
acoustic models and various DNN architectures for discriminative models).
Bold values indicate that method is more preferred than other with p-value
< 0.05

(a) Results comparing GANs using original-frequency-
resolution amplitude spectra

Method A Score (A vs. B) Method B
FFNN-O 0.376 vs. 0.624 CNN-1D
FFNN-O 0.120 vs. 0.880 CNN-2D
CNN-1D 0.348 vs. 0.652 CNN-2D

(b) Results comparing GAN-based algorithms using
original- and low-frequency-resolution amplitude spec-
tra

Method A Score (A vs. B) Method B
FFNN-L 0.820 vs. 0.180 CNN-1D
FFNN-L 0.828 vs. 0.172 CNN-2D

Speech samples were generated using the gated-CNN-based acoustic model trained with

the four different discriminators. Table 4.11 shows the evaluation results. The results

shown in Table 4.11(a) demonstrate that 1) both “CNN-1D” and “CNN-2D” outperform

“FFNN-O,” and 2) “CNN-2D” is superior to “CNN-1D,” regarding synthetic speech qual-

ity. However, the results in Table 4.11(b) show that the CNN-based discriminators are

inferior to “FFNN-L.” One of the reasons may be the difficulty in training GANs with

more complicated DNN architectures for the proposed algorithm.

Evaluation of Frequency Scale of Low-frequency-resolution Amplitude Spectra

The effect of the frequency scale in the GAN-based algorithm using low-frequency-

resolution amplitude spectra was investigated. Three types of frequency scales, linear,

mel, and inverse mel, were compared. Table 4.12 shows the evaluation results. “Mel”

significantly degrades synthetic speech quality, while “Inv-mel” successfully improves it

and even outperforms “Linear.” Amplitude spectra of synthetic speech used for this

evaluation were plotted in Fig. 4.10 to investigate the reason. The differences among

the three generated amplitude spectra are observed in a higher frequency band in

particular. The generated spectra of “Low w/ inv-mel” become closer to the natural

spectra compared to the others. This effect may by one of the causes of the quality

improvement.
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Table 4.12. Preference scores of synthetic speech quality (GANs using low-frequency-
resolution amplitude spectra with various frequency scale). Bold values
indicate that method is more preferred than other with p-value < 0.05

(a) Results comparing “Baseline” with GANs using
low-frequency-resolution amplitude spectra with mel or
inverse mel frequency scale

Method A Score (A vs. B) Method B
Mel 0.392 vs. 0.608 Baseline

Inv-mel 0.636 vs. 0.364 Baseline

(b) Results comparing three GAN-based algorithms
with different frequency scale

Method A Score (A vs. B) Method B
Linear 0.752 vs. 0.248 Mel
Mel 0.272 vs. 0.728 Inv-mel

Inv-mel 0.576 vs. 0.424 Linear
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Fig. 4.10. Examples of amplitude spectra of (a) natural speech and synthetic speech
generated by proposed algorithms using GANs in low frequency resolution
with (b) linear scale, (c) mel scale, and (d) inverse mel scales. These spectra
were extracted from one utterance of evaluation data.

Evaluation of Frequency Band Used for Average-pooling

The average-pooling function in the proposed algorithm can be regarded as the reduc-

tion of undesired components in amplitude spectra fed into the discriminator. Here, the

spectra were first split into two sub-bands: 0–2 kHz (including at least the first and sec-

ond formants) and 2–8 kHz. The average-pooling was then applied to each sub-band

individually. The results of the comparison among the combinations of these two factors:

frequency band (low or high) and average-pooling (with or without), should be meaningful

for clarifying what component is effective in improving synthetic speech quality. Figure

4.11 illustrates a conceptual diagram of the split-and-pooling procedures.
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Fig. 4.11. Conceptual diagram of split-and-pooling procedures. This figure corresponds
to proposed algorithm with average-pooling applied to both low and high
frequency bands, i.e., “(w/, w/)” in Table 4.13.

Table 4.13. Preference scores of synthetic speech quality (comparison among the com-
bination of frequency band (low or high) and average-pooling (w/ or w/o)).
Bold values indicate that method is more preferred than other with p-value
< 0.05

Method A
(low, high) Score (A vs. B)

Method A
(low, high)

(w/o, w/o) 0.212 vs. 0.788 (w/, w/)
(w/o, w/o) 0.160 vs. 0.840 (w/, w/o)
(w/o, w/o) 0.668 vs. 0.332 (w/o, w/)
(w/o, w/) 0.160 vs. 0.840 (w/, w/o)
(w/, w/o) 0.468 vs. 0.532 (w/, w/)
(w/, w/) 0.844 vs. 0.156 (w/o, w/)

Table 4.13 shows the evaluation results. Here, Feed-Forward DNNs were used for both

acoustic model and discriminator. Two noteworthy points are observed in Table 4.13:

1) using average-pooling in the low frequency band always achieves higher scores, and 2)

there is no significant difference between average-pooling in both low and high frequency

bands and that in an only low frequency band. These results suggest that applying the

GAN-based distribution compensation to the low frequency band tends to degrade the

synthetic speech quality. This tendency corresponds to the results shown in Table 4.12(a)

that the use of the mel frequency scale significantly deteriorates synthetic speech quality.
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4.4 Summary

This chapter proposed two training algorithms to incorporate GANs into DNN-based

vocoder-free speech synthesis using STFT spectra. The proposed algorithm using low-

frequency-amplitude spectra trains an acoustic model to minimize the MSE between nat-

ural and generated amplitude spectra in original frequency resolution and the difference

of their distributions in low frequency resolution. This algorithm can be extended to one

using multi-frequency-resolution amplitude that also minimizes the distribution differ-

ences in the original frequency resolution. Experimental results showed that GANs using

original-/multi-frequency-resolution amplitude spectra degraded synthetic speech quality,

but using low-frequency-resolution amplitude spectra successfully improved it better than

the conventional algorithm. Moreover, GANs using low-frequency-resolution amplitude

spectra with the inverse mel frequency scale further improved speech quality.
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Chapter 5

VAE-based Multi-speaker

Acoustic Modeling Using

Speech Recognition Process

5.1 Introduction

This chapter proposes a VAE-based multi-speaker speech synthesis method that can syn-

thesize arbitrary speakers’ high-quality voices and can transform the voice characteristics

of the synthetic speech using a single model. Figure 5.1 shows a conceptual diagram of

the proposed method. The proposed method trains a VAE-based acoustic model with

the aid of a DNN-based speech recognition model that predicts phonetic content of input

speech. As a result, the phonetic content of synthetic speech can be clarified and high

quality speech can be synthesized. The proposed method also utilizes continuous speaker

representations derived from a DNN-based speaker classification model to overcome the

limitation in the use of conventional speaker codes (i.e., discrete speaker representations).

Such continuous speaker representations enable establishing VAE-based non-parallel and

many-to-many VC that can convert arbitrary speakers’ voice characteristics into other

arbitrary speakers’ without requiring parallel speech corpora for the training. Figure 5.2

illustrates the relation between conventional and proposed methods.

This chapter is organized as follows (see also Fig. 5.3). Section 5.2 describes the pro-

posed VAE-based multi-speaker speech synthesis method. Non-parallel and many-to-many

VC based on this method is also presented. Section 5.3 presents experimental evaluations

of this method in VC. Section 5.4 summarizes this chapter.
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5.2 VAE-based Multi-speaker Acoustic Model Using

Phonetic and Speaker Latent Variables

5.2.1 Phonetic Latent Variable to Improve Synthetic Speech

Quality

VAE Training Objective Using Phonetic Latent Variable

A phonetic latent variable, derived from pre-trained DNNs for speech recognition, is in-

troduced for alleviating quality degradation of synthetic speech due to over-regularization

of VAE latent variables. Let zp be a phonetic latent variable extracted from speech

parameters y. The objective function in Eq. (2.14) is rewritten as:

L (θ,ϕ;y, c, zp) = −DKL (qϕ (z|y, zp) || pθ (z)) + Eqϕ(z|y,zp) [log pθ (y|z, zp, c)] . (5.1)

Here, zp is fed into both the encoder and decoder networks for keeping the phonetic

content of input speech preserved. Figure 5.4(b) shows the directed graphical model of

the proposed VAE-based acoustic model using phonetic latent variables and speaker codes.
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Fig. 5.5. Example of PPGs. Horizontal and vertical axes represent temporal axis and
phoneme index, respectively. Brighter values denote high posterior probabili-
ties.

Phonetic Posteriorgram (PPG) as Phonetic Latent Variable

A PPG [111], predicted by a DNN-based speech recognition model, is used as the phonetic

latent variable. It represents a posterior probability sequence of phoneme labels given

input speech parameters. Figure 5.5 shows an example of PPGs. The speech recognition

model takes speech parameters as input and predicts a phoneme label that represents

phonetic content of input speech. A loss function for the DNN training is defined as the

softmax cross-entropy (SCE) of speech recognition:

LSCE (p, p̂) = −
Np∑
n=1

p (n) log p̂ (n) , (5.2)

where p = [p(1), · · · , p(n), · · · , p(Np)]
⊤ and p̂ = [p̂(1), · · · , p̂(n), · · · , p̂(Np)]

⊤ are a

phoneme label and output vector of the DNNs (i.e., PPG), respectively. The Np

denotes the number of phoneme set. Figure 5.6 shows the training procedure for speech
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Fig. 5.6. Training procedure for DNN-based speech recognition model. PPG p̂ is output
of DNNs.

recognition DNNs. The use of PPGs can be expected to improve synthetic speech quality

since its effectiveness is well-known in training DNNs for many-to-one VC (Appendix B).

5.2.2 Speaker Latent Variable to Increase Speaker Diversity

VAE Training Objective Using Phonetic and Speaker Latent Variables

A speaker latent variable, derived from pre-trained DNNs for speaker classification, is

used as a speaker representation to increase the speaker diversity in synthetic speech.

It represents input speaker’s individuality as a continuous vector even if the speaker is

unseen (i.e., not included in training data). Let zs be a speaker latent variable extracted

from speech parameters y. The objective function Eq. (5.1) is rewritten as:

L (θ,ϕ;y, zs, zp) = −DKL (qϕ (z|y, zp) || pθ (z)) + Eqϕ(z|y,zp) [log pθ (y|z, zp, zs)] .

(5.3)

Here, the conventional discrete speaker code c is replaced with the continuous speaker

latent variable zs. The use of continuous representations enables reproducing an unseen

speaker’s voice characteristics from his/her few speech utterances. Figures 5.4(c) and

5.7 show the directed graphical model and overview of the proposed VAE-based acoustic

model using phonetic and speaker latent variables, respectively.

d-vector as Speaker Latent Variable

A d-vector [27], a bottleneck feature of a DNN-based speaker classification model, is used

as the speaker latent variable. The speaker classification model takes speech parameters as

input and predicts a one-hot speaker code c = [c(1), · · · , c(n), · · · , c(Ns)]
⊤ that represents

the identity of one of the seen (i.e., pre-stored) Ns speakers. A loss function for the DNN
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training is defined as the SCE of speaker classification:

LSCE (c, ĉ) = −
Ns∑
n=1

c (n) log ĉ (n) , (5.4)

where ĉ = [ĉ(1), · · · , ĉ(n), · · · , ĉ(Ns)]
⊤ is an output vector of the DNNs. Figure 5.8 shows

the training procedure for speaker classification DNNs.

After the training, an Nd-dimensional d-vector d = [d(1), · · · , d(Nd)]
⊤ is extracted

from a bottleneck layer of the DNNs. One layer before the output is often used as the

bottleneck layer. The d-vector dimensionalityNd is typically set to a smaller value thanNs

for using the lower-dimensional speaker representation. One speaker’s individuality can be

defined by averaging all d-vectors extracted from his/her speech parameter sequences in

voiced regions. This usage slightly differs from the traditional use of d-vectors for speaker

verification that defines the speaker individuality as a d-vector averaged over those in all

(i.e., voiced and unvoiced) regions. The reason why is that speech parameters in unvoiced
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regions are less affected by speaker individuality than those in voiced regions [112, 57].

5.2.3 Non-parallel and Many-to-many VC Using Proposed VAE-

based Acoustic Model

A non-parallel and many-to-many VC method can be established using the VAE-based

multi-speaker acoustic model described in Section 5.2.2. The VAEs in this method are

firstly trained using multiple speakers’ speech utterances with the pre-trained DNNs for

speech recognition and speaker classification. The target speaker’s d-vector is secondly

extracted from his/her speech parameters using the speaker classification DNNs. PPGs

and VAE latent variables are thirdly predicted from source speaker’s speech parameters

using the speaker recognition DNNs and encoder networks of VAEs, respectively. The

converted speech parameters are finally generated from the PPGs, VAE latent variables,

and target speaker’s d-vectors using decoder networks of VAEs.

5.2.4 Discussion

In the proposed method, DNNs for speech recognition and speaker classification must

be pretrained using large speech corpora including many speakers. Although making

transcriptions to train the speech recognition DNNs requires considerable cost, semi-

supervised learning of conditional VAEs [58] can be used for reducing the cost. Also,

techniques for end-to-end speech processing [113, 114] and dual learning of speech synthe-

sis/recognition models [115, 116] can be applied to the proposed method. Furthermore,

one can extend the proposed method to multilingual speech synthesis by introducing

multilingual adaptation of DNN-based speech recognition [117].

The number of seen speakers and d-vector dimensionality are hyperparameters of the

proposed method. The former should be large enough to learn better phonetic and speaker

latent variables. The latter also affects the synthetic speech quality since it can be regarded

as the number of basis in the speaker space. Section 5.3.4 empirically investigates the effect

of the two hyperparameters.
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5.3 Experimental Evaluation

5.3.1 Experimental Conditions

The effectiveness of the proposed method was evaluated in DNN-based VC. Two speech

corpora were used: a parallel speech corpus including few speakers and non-parallel speech

corpus including many speakers. The first included six Japanese speakers (three males and

three females) who uttered 425 fully-parallel sentences. The second included 260 Japanese

speakers (130 males and 130 females) who uttered about 100 non-parallel sentences. The

sampling rate was 22.05 kHz.

The proposed method was evaluated in one-to-one VC to investigate the effectiveness

of the phonetic latent variables (i.e., PPGs) in improving synthetic speech quality. DNN-

based acoustic models were trained for each pair of source and target speakers taken from

the first corpus. Since the three male and three female speakers were used, there were

totally 12 inter-gender VC settings: six male-to-male (m2m) and six female-to-female

(f2f), and 18 inter-gender ones: nine male-to-female (m2f) and nine female-to-male (f2m).

The 1st-through-400th utterances were divided into two subsets for making a non-parallel

VC setting: the half for source speakers and the remainders for target speakers. The

parallel 401st-through-425th utterances were used for the evaluation.

The proposed method was also evaluated in many-to-many VC. Here, DNNs for speech

recognition and speaker classification were trained using the second corpus. After the

pretraining, VAEs were trained using the second corpus and evaluated using the first

corpus. Note that the six speakers (i.e., the three males and the three females) were

excluded from the training data. The speakers’ some utterances were therefore used for

estimating their speaker representations.

The performances of the following four DNNs were compared:

FFNN: Feed-Forward DNNs

VAE-SC: Conventional VAEs conditioned by speaker codes [38]

VAE-SC-PPG: Proposed VAEs conditioned by speaker codes and PPGs

VAE-DV-PPG: Proposed VAEs conditioned by d-vectors and PPGs

In the one-to-one VC evaluation, “VAE-*” were trained with a completely non-parallel

speech corpus, while “FFNN” was trained with a fully-parallel speech corpus aligned with

the DTW algorithm. Therefore, “FFNN” can be regarded as the ideal baseline of the
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VC. The proposed “VAE-SC-PPG” and “VAE-DV-PPG” were also evaluated in many-to-

many VC. In performing many-to-many VC with “VAE-SC-PPG,” each target speaker’s

speaker representation was estimated using the speaker code adaptation method [118].

This adaptation method performs the BP algorithm to find a speaker representation that

minimizes the MSE between target and generated speech parameters.

The STRAIGHT vocoder [47] was used for extracting the 0th-through-39th mel-cepstral

coefficients, 10 band-aperiodicities, log F0, and U/V at 5 ms steps. During the training

phase, the mel-cepstral coefficients were normalized to have zero-mean and unit-variance.

In the VC phase, the 1st-through-39th mel-cepstral coefficients and their dynamic features

were converted by the DNNs. The input speaker’s 0th mel-cepstral coefficients and band-

aperiodicity were not converted. Input F0 was linearly transformed using the F0 statistics

of the source and target speakers. The MLPG algorithm [61] was performed to generate

static mel-cepstral coefficients considering their temporal dependencies.

All architectures for the DNNs and VAEs were Feed-Forward networks. The speech

recognition DNNs used a set of 56 Japanese phonemes and predicted 56-dimensional PPGs

frame by frame. The hidden layers of the DNNs had 4 × 1024-units with sigmoid non-

linearity. The speaker classification DNNs predicted posterior probabilities of the speaker

identity. Here, in addition to the 260 seen speakers, one discrete value representing an

unvoiced region was attached to the speaker identity. The hidden layers of the speaker

classification DNNs had 4 × 256-units with sigmoid non-linearity. Sixteen-dimensional d-

vectors were extracted from the bottleneck layer of the DNNs. The optimization algorithm

for pretraining the two DNNs was AdaGrad [98]. The learning rate for pretraining was set

to 0.01. The pretraining was performed with 100 iterations. The encoder networks of the

VAEs had two hidden layers with the ReLU [54] non-linearity. The first and second hidden

layers had 256 and 128 units, respectively. The architecture for the decoder networks was

symmetric about that for the encoder. The dimensionality of the VAE latent variables

was 64. Feed-Forward DNNs (“FFNN”) were trained using fully-parallel speech corpora

including only source and target speakers. The hidden layers of the DNNs had 4 × 128

units with the ReLU non-linearity. The optimization algorithm for training the VAEs and

“FFNN” was AdaGrad. The learning rate for the training was set to 0.01. All DNN-based

acoustic models for VC were trained with 25 iterations.

5.3.2 Objective Evaluation

Mel-cepstral distortions (MCDs) between target and converted mel-cepstral coefficients

were calculated. The frame lengths of these mel-cepstral coefficients were aligned using
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Fig. 5.9. MCDs of converted speech in one-to-one VC. Here, only “FFNN” was trained
using fully-parallel speech corpora.

the DTW algorithm. The number of utterances for training DNNs in one-to-one VC or

estimating speaker representations in many-to-many VC was changed. In one-to-one VC,

the four DNNs were trained using 5, 10, 25, 50, 100, or 200 utterances. In many-to-

many VC, speaker representations for the target speakers were estimated using the same

numbers of utterances as used in one-to-one VC. The MCDs were averaged over all of the

possible VC settings in each of the “m2m,” “m2f,” “f2m,” and “f2f” conversion.

Figure 5.9 shows the evaluation results in one-to-one VC. The MCDs of the proposed

non-parallel “VAE-SC-PPG” and “VAE-DV-PPG” significantly improve compared with

those of the conventional “VAE-SC,” and become closer to those of “FFNN” trained with

parallel speech corpora. Moreover, the proposed methods even outperform “FFNN” when

the number of the training utterances is small. One possible reason is misalignment by

the DTW-based pre-processing; i.e., “FFNN” requires the DTW to align features, but the

proposed methods do not. Also, the MCDs of “VAE-DV-PPG” are slightly lower than

those of “VAE-SC-PPG,” suggesting that the continuous speaker representations work

better in VAE-based non-parallel VC.

Figure 5.10 shows the evaluation results of the proposed VAE-based non-parallel and

many-to-many VC method. In all of the VC settings, the MCDs of “VAE-DV-PPG” are

always lower than those of “VAE-SC-PPG,” regardless of the number of utterances used

for the speaker adaptation. These results indicate that using d-vectors is more effective

than adapting speaker codes in VAE-based non-parallel and many-to-many VC.

5.3.3 Subjective Evaluation

Subjective evaluations on naturalness and speaker similarity of converted speech were

conducted. The following six DNNs were compared: the two conventional DNNs (“FFNN”

and “VAE-SC”) and the two proposed DNNs (“VAE-SC-PPG” and “VAE-DV-PPG ”) for
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Table 5.1. Subjective evaluation results for naturalness of speech converted with dif-
ferent six DNNs and their 95% confidence intervals. Bold and underlined
scores mean highest and lowest ones among five DNNs except for “FFNN,”
respectively

VC setting DNNs m2m m2f f2m f2f
One-to-one FFNN 3.77±0.13 3.30±0.13 3.68±0.14 3.53±0.12

VAE-SC 1.09±0.05 1.12±0.06 1.07±0.04 1.10±0.05
VAE-SC-PPG 3.33±0.13 3.21±0.13 3.29±0.12 3.08±0.13
VAE-DV-PPG 3.33±0.13 3.21±0.13 3.45±0.15 3.04±0.13

Many-to-many VAE-SC-PPG 2.94±0.11 2.88±0.12 2.94±0.12 2.87±0.13
VAE-DV-PPG 2.73±0.11 2.75±0.12 2.85±0.13 2.69±0.11

both of the one-to-one and many-to-many VC settings. The fully-parallel 400 utterances of

the source and target speakers were only used in “FFNN.” The non-parallel 200 utterances

were used in “VAE-*” for one-to-one VC. The target speakers’ 100 utterances were used for

the speaker representation estimation in VAE-based many-to-many VC. Five-point scale

MOS tests were conducted for evaluating the naturalness. Speech samples generated by

using each acoustic model were presented to listeners in random order. Similarly, five-point

scale differential MOS (DMOS) tests were conducted for evaluating the speaker similarity.

The reference samples were re-synthesized speech presented with corresponding converted

speech. Fifty listeners participated in each of the evaluations for “m2m,” “m2f,” “f2m,”

and “f2f” conversion, using crowdsourced evaluation systems. Each listener evaluated the

naturalness or speaker similarity of 30 converted speech samples randomly selected from

all possible combinations of the test utterances and target speakers. The total number of

listeners was 400. Similar to the objective evaluation in Section 5.3.2, the results of the

MOS or DMOS tests were averaged over all of the possible VC settings.

Tables 5.1 and 5.2 shows the MOS and DMOS results, respectively. In this evaluation,

only “FFNN” was trained with fully-parallel utterances, and the scores were referred

to the ideal baseline. Focusing on the one-to-one VC results, the proposed methods

(“VAE-*-PPG”) achieve significantly higher scores than the conventional “VAE-SC” in
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Table 5.2. Subjective evaluation results for speaker similarity of speech converted with
different six DNNs and their 95% confidence intervals. Bold and underlined
scores mean highest and lowest ones among five DNNs except for “FFNN,”
respectively

VC setting DNNs m2m m2f f2m f2f
One-to-one FFNN 3.49±0.16 3.20±0.14 3.13±0.14 2.99±0.15

VAE-SC 1.28±0.10 1.21±0.08 1.24±0.09 1.27±0.09
VAE-SC-PPG 3.23±0.14 2.90±0.13 3.17±0.14 2.91±0.13
VAE-DV-PPG 3.13±0.14 2.87±0.13 3.04±0.13 2.84±0.14

Many-to-many VAE-SC-PPG 2.08±0.12 1.92±0.12 2.14±0.12 2.09±0.12
VAE-DV-PPG 2.31±0.12 1.94±0.11 2.33±0.11 2.10±0.12

terms of both naturalness and speaker similarity. These results demonstrate that the

speech-recognition-derived phonetic latent variables successfully improve converted speech

quality in the VAE-based non-parallel VC. Focusing on the many-to-many VC results, the

MOS and DMOS of the proposed “VAE-*-PPG” are lower than those in one-to-one VC,

although they are still superior to the conventional “VAE-SC.” This is reasonable because

the target speakers are unseen in many-to-many VC but are seen in one-to-one VC. These

results suggest that the conventional VAE-based non-parallel VC can be extended to

many-to-many VC using the proposed multi-speaker acoustic model. Regarding speaker

representation estimation in many-to-many VC, the speaker code adaptation is effective

to improve the naturalness, while the use of d-vectors is effective to improve the speaker

similarity of converted speech.

5.3.4 Effects of Training Data and d-vector Dimensionality

The effects of hyperparameters in the proposed VAE-based non-parallel and many-to-

many VC, i.e., the number of seen speakers and d-vector dimensionality, were investigated.

The number of seen speakers was changed with three settings: 25 males and 25 females

(“50spk”), 65 males and 65 females (“130spk”), and 130 males and 130 females (“260spk”).

The d-vector dimensionality was changed with six settings: 1 (“1d”), 2 (“2d”), 4 (“4d”),

8 (“8d”), 16 (“16d”), and 32 (“32d”). In total, there were 18 hyperparameter settings to

be investigated.

Evaluation of d-vector Dimensionality

The effect of d-vector dimensionality was investigated. Firstly, the number of seen speakers

was fixed to 260, and speech samples converted by the proposed VC method with the six

different settings for the d-vector dimensionality (i.e., “1–32d”) were compared. Similar to

Section 5.3.3, MOS and DMOS tests were conducted for the evaluation of naturalness and
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Table 5.3. Subjective evaluation results for naturalness of speech converted by proposed
VAE-based VC methods with different d-vector dimensionality and their 95%
confidence intervals. Bold and underlined scores mean highest and lowest
ones among six settings, respectively

m2m m2f f2m f2f
1d 2.60±0.12 2.63±0.13 2.67±0.14 2.80±0.14
2d 2.71±0.12 2.64±0.13 2.67±0.14 2.80±0.14
4d 2.80±0.13 2.58±0.13 2.84±0.14 2.75±0.14
8d 2.79±0.13 2.60±0.13 2.75±0.12 2.83±0.14
16d 2.85±0.13 2.61±0.14 2.89±0.13 2.86±0.14
32d 2.94±0.14 2.64±0.14 2.83±0.13 2.84±0.14

Table 5.4. Subjective evaluation results for speaker similarity of speech converted by
proposed VAE-based VC methods with different d-vector dimensionality and
their 95% confidence intervals. Bold and underlined scores mean highest and
lowest ones among six settings, respectively

m2m m2f f2m f2f
1d 2.14±0.13 2.32±0.14 2.01±0.13 2.11±0.14
2d 2.18±0.14 2.26±0.13 2.01±0.13 2.12±0.13
4d 2.39±0.15 2.19±0.13 2.40±0.14 2.07±0.13
8d 2.44±0.14 2.42±0.14 2.45±0.13 2.18±0.13
16d 2.41±0.14 2.39±0.13 2.36±0.14 2.25±0.14
32d 2.49±0.14 2.47±0.14 2.43±0.15 2.22±0.13

speaker similarity of converted speech, respectively. Fifty listeners participated in each of

the evaluation, using crowdsourced evaluation systems. The total number of listeners was

400.

Tables 5.3 and 5.4 show the MOS and DMOS results, respectively. From the results

shown in Table 5.4, the speaker similarity significantly degrades when the d-vector di-

mensionality is set to smaller than eight. These results are consistent with the speaker

verification performance described in Appendix C, and suggest that the use of inaccurate

d-vectors to distinguish speaker individuality degrades speaker similarity of converted

speech. Henceforth, “1d,” “2d,” and “4d” were omitted from the following pairwise com-

parisons.

Secondly, the number of seen speakers was fixed to 50, 130, or 260, and speech samples

converted by the proposed VC method with the three different d-vector dimensionality

settings (i.e., “8d,” “16d,” or “32d”) were compared. Preference AB tests for the natural-

ness and preference XAB tests for the speaker similarity were conducted to find optimal

settings of the d-vector dimensionality. Twenty-five listeners participated in each of the
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Table 5.5. Subjective evaluation results for naturalness of converted speech with fixed
numbers of seen speakers and varied d-vector dimensionality. Bold indicates
more preferred method with p-value < 0.05

spk 8d vs. 16d 16d vs. 32d 8d vs. 32d

50 m2m 0.315 - 0.685 0.577 - 0.423 0.396 - 0.604
m2f 0.442 - 0.558 0.444 - 0.556 0.337 - 0.663
f2m 0.337 - 0.663 0.524 - 0.476 0.384 - 0.616
f2f 0.368 - 0.632 0.464 - 0.536 0.304 - 0.696

130 m2m 0.468 - 0.532 0.600 - 0.400 0.428 - 0.572
m2f 0.492 - 0.508 0.664 - 0.336 0.538 - 0.462
f2m 0.396 - 0.604 0.664 - 0.336 0.415 - 0.585
f2f 0.512 - 0.488 0.692 - 0.308 0.568 - 0.432

260 m2m 0.512 - 0.488 0.468 - 0.532 0.532 - 0.468
m2f 0.500 - 0.500 0.516 - 0.484 0.532 - 0.468
f2m 0.472 - 0.528 0.492 - 0.502 0.552 - 0.448
f2f 0.524 - 0.476 0.556 - 0.444 0.504 - 0.496

evaluations, using crowdsourced evaluation systems. The total number of listeners was

1,800. Each listener evaluated 10 samples.

Tables 5.5 and 5.6 show evaluation results for converted speech naturalness and speaker

similarity, respectively. Two noteworthy points are found from the results. When the

number of seen speaker is small, the use of the higher d-vector dimensionality (i.e., “16d”

and “32d”) significantly improves both the naturalness and speaker similarity in most

cases. In contrast, these tendencies are not observed when the largest number of seen

speakers (i.e., “260spk”) is used, and “8d” even achieves higher speaker similarity than

“32d.” These results suggest that a trade-off between the d-vector dimensionality and

number of seen speakers exists in the proposed method. In other words, the d-vector

dimensionality should be large enough to deal with unseen speakers in the VC process

when the small number of seen speakers is used.

Evaluation of Number of Seen Speakers

Thirdly, the d-vector dimensionality was fixed to the best settings referring to preference

scores shown in Tables 5.5 and 5.6, and speech samples converted by the proposed VC

method with the three different number of seen speakers (i.e., “50spk,” “130spk,” or

“260spk”) were compared. Tables 5.7 and 5.8 show the subjective evaluation results

for naturalness and speaker similarity, respectively. The increase of the number of seen

speakers tends to improve both the naturalness and speaker similarity. The RMSEs

between two PPGs predicted from source and target speakers’ utterances were calculated
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Table 5.6. Subjective evaluation results for speaker similarity of converted speech with
fixed numbers of seen speakers and varied d-vector dimensionality. Bold
indicates more preferred method with p-value < 0.05

spk 8d vs. 16d 16d vs. 32d 8d vs. 32d

50 m2m 0.450 - 0.550 0.485 - 0.515 0.528 - 0.472
m2f 0.472 - 0.528 0.472 - 0.528 0.476 - 0.524
f2m 0.420 - 0.580 0.468 - 0.532 0.412 - 0.588
f2f 0.462 - 0.538 0.496 - 0.504 0.438 - 0.562

130 m2m 0.428 - 0.572 0.508 - 0.492 0.454 - 0.546
m2f 0.548 - 0.452 0.480 - 0.520 0.528 - 0.472
f2m 0.484 - 0.516 0.504 - 0.496 0.500 - 0.500
f2f 0.588 - 0.412 0.476 - 0.524 0.560 - 0.440

260 m2m 0.452 - 0.548 0.527 - 0.473 0.516 - 0.484
m2f 0.488 - 0.512 0.536 - 0.464 0.460 - 0.540
f2m 0.464 - 0.536 0.540 - 0.460 0.432 - 0.568
f2f 0.508 - 0.492 0.464 - 0.536 0.569 - 0.431

Table 5.7. Subjective evaluation results for naturalness of converted speech with varied
numbers of seen speakers and best d-vector dimensionality for each setting.
Here, d-vector dimensionality was “32d” for “50spk,” “16d” for “130spk,”
and “8d” for “260spk,” respectively. Bold indicates more preferred method
with p-value < 0.05

50spk vs. 130spk 130spk vs. 260spk 50spk vs. 260spk

m2m 0.316 - 0.684 0.460 - 0.540 0.240 - 0.760
m2f 0.476 - 0.524 0.408 - 0.592 0.440 - 0.560
f2m 0.364 - 0.636 0.438 - 0.562 0.324 - 0.676
f2f 0.496 - 0.504 0.492 - 0.508 0.473 - 0.527

to investigate the reason. The DTW algorithm was performed to align PPGs’ frame

lengths. Table 5.9 shows the results. The RMSEs tend to decrease in proportion to the

number of seen speakers, which may account for the improvement in converted speech

quality.

Visualization of Latent Variables

Finally, scatter plots of the d-vectors and the VAE latent variables were made using

principal component analysis (PCA) to explore the latent spaces learned by DNNs. In

the following visualization, the d-vectors or the VAE latent variables were averaged over

50 utterances of each speaker. Each point in the scatter plots corresponds to each speaker,

and male and female speakers are colored with blue and red, respectively. The six speakers

used in the evaluation are marked with the texts “M*” (male) or “F*” (female).
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Table 5.8. Subjective evaluation results for speaker similarity of converted speech with
varied numbers of seen speakers and the best d-vector dimensionality for
each setting. Here, d-vector dimensionality was “32d” for “50spk,” “16d”
for “130spk,” and “8d” for “260spk,” respectively. Bold indicates more
preferred method with p-value < 0.05

50spk vs. 130spk 130spk vs. 260spk 50spk vs. 260spk

m2m 0.436 - 0.564 0.476 - 0.524 0.285 - 0.715
m2f 0.496 - 0.504 0.540 - 0.460 0.416 - 0.584
f2m 0.408 - 0.592 0.427 - 0.573 0.360 - 0.640
f2f 0.462 - 0.538 0.532 - 0.468 0.448 - 0.552

Table 5.9. RMSEs of PPGs predicted from source and target speakers. These results
were averaged over all evaluation data. Bold indicates lowest RMSE in each
row

50spk 130spk 260spk

m2m 0.0564 0.0534 0.0539
m2f 0.0566 0.0542 0.0541
f2m 0.0566 0.0542 0.0541
f2f 0.0563 0.0541 0.0539

Figure 5.11 shows the visualization of d-vectors. The use of larger d-vector dimension-

ality tends to widen the distribution of speakers, and the six speakers (“M*” and “F*”)

shown in Fig. 5.11(c)(3) are clearly differentiated in the speaker space. However, such a

speaker space does not always contribute to the improvement of converted speech quality

as shown in Table 5.5. These results indicate that the densely distributed speaker space

may be suited to the proposed VAE-based VC, rather that the space constructed for the

better speaker verification performance.

Figure 5.12 shows the visualization of VAE latent variables. The “CSM” in this plot

means the class separability measure calculated as the trace of the between-class scatter

matrix divided by that of the within-class scatter matrix [119]. Since the CSM values

were calculated regarding speakers as classes, the numerator and denominator of the

CSM definition should represent inter-speaker variation and inter-phonetics variation,

respectively. The CSM values shown in Fig. 5.12 are always greater than 1.0, indicating

that the inter-speaker variation is dominant in the latent variables. In fact, some of the

six test speakers tend to position out of the distribution of the latent variables when the

smaller number of seen speakers is used (e.g., “M1” and “M3” in Fig. 5.12(c)(1)). These

results suggest that the VAE latent variables can quantify how well the VAEs fit the

speaker individuality, rather than phonetic contents suggested in [38].
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Fig. 5.11. Scatter plots of d-vectors compressed with PCA. Each point denotes repre-
sentation of one speaker, and three male and three female speakers used in
evaluation were marked with texts “M*” and “F*” in this plot, respectively.
To place males’ cluster in left side and females’ cluster in right side, some
figures were rotated 180 degrees.

5.4 Summary

This chapter proposed the VAE-based multi-speaker speech synthesis method integrating

speech recognition and speaker classification to synthesize versatile speakers’ high-quality

voices. This method introduces a phonetic latent variable predicted by a DNN-based

speech recognition model to improve synthetic speech quality. It also uses a speaker

latent variable extracted from a DNN-based speaker classification model to increase the

speaker diversity of synthetic speech. VAE-based non-parallel and many-to-many VC that

can reproduce and transform arbitrary speakers’ voice characteristics is established as a

result. Experimental results demonstrated that the phonetic latent variables significantly
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Fig. 5.12. Scatter plots of VAE latent variables compressed with PCA. Each point de-
notes latent variable averaged over 50 utterances of each speaker, and three
male and three female speakers used in evaluation were marked with texts
“M*” and “F*” in this plot, respectively. “CSM” in this plot means class sep-
arability measure calculated as trace of between-class scatter matrix divided
by that of within-class scatter matrix.

improved both naturalness and speaker similarity of the converted speech. The results

also indicated that the speaker latent variables were effective speaker representations for

the VAE-based non-parallel and many-to-many VC. The effects of hyperparameters of

the proposed method were investigated. The investigation results indicated that 1) a

large d-vector dimensionality that gives the better speaker verification performance did

not necessarily improve converted speech quality, and 2) a large number of seen speakers

tended to improve converted speech quality.
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Chapter 6

Perceptual-similarity-aware

Deep Speaker Representation

Learning

6.1 Introduction

This chapter proposes novel algorithms for learning speaker representations using DNNs,

i.e., deep speaker representation learning, considering perceptual similarity among speak-

ers. As described in Chapter 5, d-vectors, speaker representations learned by speaker

classification DNNs, can be used for controlling speaker individuality in DNN-based multi-

speaker acoustic modeling. However, they do not consider the perceptual similarity among

speakers, resulting in less interpretability for the speaker individuality control. Also, they

can even worsen synthetic speech quality when the speaker is unseen [120]. The proposed

algorithms incorporate human listeners to the speaker representation learning framework,

on the basis of human computation [121]. Figure 6.1 illustrates a conceptual diagram of

the proposed deep speaker representation learning algorithms. These algorithms first con-

duct large-scale scoring of perceptual speaker-pair similarity to obtain a perceptual speaker

similarity matrix, then train DNNs for speaker representation learning (i.e., speaker en-

coder) to minimize a loss function defined by the similarity matrix. This chapter presents

three algorithms with different representations of the similarity matrix: a set of similarity

vectors, the Gram matrix, and a graph. Similarity vector embedding regards the similarity

matrix as a set of similarity vectors and trains a speaker encoder to predict a similarity

vector from a speaker representation. Similarity matrix embedding directly utilizes the
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Fig. 6.1. Conceptual diagram of proposed method in Chapter 6

whole similarity matrix as the target to be predicted by a speaker encoder and trains the

encoder to minimize the Frobenius norm between the Gram matrix of a set of speaker

representations (i.e., speaker similarity matrix derived from the representations) and the

perceptual speaker similarity matrix. Similarity graph embedding defines a graph that

represents perceptual speaker similarity and trains a speaker encoder to predict a link of

the graph from a pair of speaker representations. This chapter also proposes an active

learning algorithm to reduce the number of scoring times that quadratically increases

with that of seen speakers. This algorithm iterates the perceptual speaker-pair similarity

scoring and speaker encoder training. Queries in this algorithm are generated from the

sequentially-trained speaker encoder for prioritizing unscored speaker-pairs to be scored

next. Figure 6.2 illustrates the relation between conventional and proposed methods. In

experimental evaluations, large-scale scoring is first conducted, then the proposed speaker

representation learning algorithms and active learning algorithm are performed.

This chapter is organized as follows (see also Fig. 6.3). Section 6.2 describes the three

components in the proposed method: scoring perceptual speaker-pair similarity, deep

speaker representation learning considering the similarity, and active learning. Section

6.3 presents experimental evaluations. Section 6.4 summarizes this chapter.
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6.2 Deep Speaker Representation Learning

Considering Perceptual Speaker-pair Similarity

The introduction of human speaker-similarity perception into deep speaker representation

learning can improve controllability of a DNN-based multi-speaker acoustic model and

the adaptability of the model to unseen speakers. In this section, a speaker similarity

matrix obtained by perceptual scoring is first introduced. Speaker representation learning

algorithms using the matrix are then described. An active learning algorithm to reduce

the scoring and training costs is finally presented.
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Fig. 6.4. Perceptual scoring of speaker-pair similarity. Speaker-pair pool stores speaker
pairs to be scored. Listener is asked to score perceptual similarity of two
presented speakers’ voices as integer between −v and v. In this figure, v = 3.

6.2.1 Perceptual Speaker Similarity Matrix

A perceptual speaker similarity matrix that represents the pairwise speaker similarity

perceived by listeners is defined. Let S = [s1, · · · , si, · · · , sNs
] be an Ns-by-Ns symmet-

ric similarity matrix and si = [si,1, · · · , si,j , · · · , si,Ns
]⊤ be an Ns-dimensional similarity

vector of the ith speaker. Each element si,j takes a value between −v and v that repre-

sents the perceptual similarity of the ith and jth speakers. The element si,j is defined

as the average score of perceptual scoring that asks listeners “To what degree do the ith

speaker’s voice and the jth speaker’s sound similar? Please answer the degree of similarity

as a value between −v and v.” The diagonal elements si,i, i.e., intra-speaker perceptual

similarity, are assumed to take the maximum value v. Figure 6.4 illustrates the perceptual

scoring process. Figures 6.5(a) and (b) show a perceptual speaker similarity matrix of 153

female Japanese speakers and its sub-matrix, respectively. Please see Section 6.3.1 for

details of the perceptual scoring and Section 6.3.2 for the analysis results of the scores.

6.2.2 Perceptual-similarity-aware Deep Speaker Representation

Learning Algorithms

This section presents three algorithms for learning similarity-aware speaker representa-

tions with different usage of the perceptual speaker similarity matrix: a set of similarity

vectors, the Gram matrix, and a graph.
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Fig. 6.5. (a) Perceptual speaker similarity matrix of 153 female Japanese speakers ob-
tained by large-scale perceptual scoring and (b) its sub-matrix

Similarity Vector Embedding

The first algorithm uses a speaker similarity vector as the target to be predicted by a

speaker encoder. A loss function for the training is defined as follows:

L
(vec)
SIM (s, ŝ) =

1

Ns
(ŝ− s)

⊤
(ŝ− s) , (6.1)

where s ∈ S and ŝ denote a target similarity vector and output vector of the DNNs,

respectively. This algorithm can be regarded as speaker classification based on continuous-

valued speaker identity considering perceptual speaker similarity. Figure 6.6(a) shows the

computation procedure of L
(vec)
SIM (·).

Similarity Matrix Embedding

The second algorithm directly uses a perceptual speaker similarity matrix as a

constraint on coordinates of speaker representations in the speaker space. Let

D = [d1, · · · ,di, · · · ,dNs
] be an Nd-by-Ns matrix including all seen speakers’ representa-

tions. A loss function for the training is defined as follows:

L
(mat)
SIM (D,S) =

2

∥1Ns − INs∥
2
F

∥∥∥K̃D − S̃
∥∥∥2
F
, (6.2)

K̃D = KD − (KD ◦ INs) , (6.3)

S̃ = S− vINs , (6.4)

where ∥·∥F , 1Ns , and INs denote the Frobenius norm of a given matrix, an Ns-by-Ns

matrix whose components are all 1, and the Ns-by-Ns identity matrix, respectively. The
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normalization coefficient 2/∥1Ns − INs∥2F corresponds to the degrees of freedom of the

matrix K̃D − S̃. The Gram matrix of a set of speaker representations KD is defined as:

KD =


k (d1,d1) · · · k (d1,dNs)

...
. . .

...

k (dNs
,d1) · · · k (dNs

,dNs
)

 , (6.5)

where k(di,dj) is a kernel function of a pair of speaker representations di and dj , i.e.,

speaker similarity derived from the speaker representations. This proposed algorithm

therefore makes the speaker-representation-derived similarity closer to the perceptual sim-
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Fig. 6.7. Speaker similarity graph defined by similarity matrix shown in Fig. 6.5(b).
Each node represents one speaker, and links connect perceptually similar pairs
(i.e., si,j > 0). Wider links indicate more similar speaker pairs.

ilarity. Figure 6.6(b) shows the computation procedure of L
(mat)
SIM (·).

Similarity Graph Embedding

The third algorithm learns relations among speakers defined by a subjective speaker sim-

ilarity matrix. Let G be a speaker similarity graph defined by the matrix S. Each node

of the graph G represents the speaker identity of one speaker, and a link connects a pair

of similar speakers, as shown in Fig. 6.7. An Ns-by-Ns adjacency matrix A is defined to

determine the existence of the links based on elements of the similarity matrix S. A loss

function for the training is defined as follows:

L
(graph)
SIM (D,A) = −

Ns∑
i,j=1,i̸=j

ai,j log pi,j −
Ns∑

i,j=1,i̸=j

(1− ai,j) log (1− pi,j) , (6.6)

where ai,j and pi,j denote an element of the adjacency matrix and link probability, re-

spectively. The link probability is defined as pi,j = exp(−||di − dj ||22) referring to [122].

Figure 6.6(c) shows the computation procedure of L
(graph)
SIM (·).

6.2.3 Active Learning of Perceptual-similarity-aware Speaker

Representations

The proposed speaker representation learning algorithms require the perceptual scoring

of speaker similarity, and the number of scoring times quadratically increases with that

of seen speakers Ns as well as the training time. This section proposes an active learning
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Fig. 6.8. Active learning of perceptual-similarity-aware speaker representations

algorithm to reduce the scoring and training costs. Active learning [123] is a general

framework to sequentially train a machine learning model with a small labeled dataset

and large unlabeled one. It iterates 1) model training with the labeled dataset and 2)

query selection to increase labeled data.

Figure 6.8 shows the active learning of the proposed deep speaker representation learn-

ing. In the active learning, the Ns
C2 seen speaker pairs are divided into two subsets: 1)

scored pairs Ds and 2) the remaining unscored ones Du. The similarity scores of speaker

pairs in Du are unobserved initially.

Speaker Encoder Training Using Scored Pairs

A speaker encoder is trained using scored pairs Ds to learn the perceptual similarity among

them. The loss function for the training is any of the proposed similarity vector, matrix,

or graph embedding algorithms, i.e., Eqs. (6.1), (6.2), or (6.6).

Query Selection from Unscored Pairs

The trained speaker encoder first predicts queries (i.e., tentative similarity scores of un-

scored pairs Du) that indicate which of the pairs should be scored preferentially. Then,

an oracle (e.g., a human annotator) annotates scores to speaker pairs with higher prior-

ity. A query strategy has an important role in the query selection since it determines
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the priority of scoring. Three query strategies are investigated in this chapter: 1) lower-

similarity first (LSF) that selects a speaker pair whose predicted similarity is closer to −v,
2) higher-similarity first (HSF) that corresponds to the inverse version of the LSF, and

3) uncertain-similarity first (USF) that selects a speaker pair whose predicted similarity

is closer to 0.

6.2.4 Discussion

Regarding prior work, Tachibana et al. [124] and Ohta et al. [125] proposed controllable

statistical speech synthesis in the HMM and GMM era. They modeled a single speaker’s

voice characteristics with a pair of subjective impression words, e.g., ”warm – cold” and

”clear – hoarse,” as latent variables of the HMMs and GMMs. The proposed speaker

representation learning algorithms extend these ideas to make DNNs learn the pairwise

speakers’ perceptual similarity, rather than the conventional pointwise speaker’s voice

impression. Furthermore, one can model the relation between a speaker’s intention and

listener’s perception (e.g., difference in emotion perception [126]) by using the algorithms.

The similarity matrix embedding in Section 6.2.2 can directly learn relations among

speakers as the Gram matrix. One can choose an arbitrary kernel function to construct

the speaker space. When the inner product is used as the kernel function, Eq. (6.2) is

equivalent to deep clustering [127] (except for the diagonal component subtraction). Not

only such a simple kernel but also a more complicated one can be utilized.

The similarity graph embedding in Section 6.2.2 introduces knowledge of graph embed-

ding [128] to deep speaker representation learning. Therefore, one can further incorporate

graph signal processing [129] and graph neural networks [130] to this algorithm for better

modeling.

The proposed active learning algorithm in Section 6.2.3 can be regarded as human-

in-the-loop (HITL) learning [131] of speaker representations considering human speech

perception. From this viewpoint, one can extend the HITL learning framework to speech

synthesis that considers a human listener’s speech quality assessment for acoustic modeling

(e.g., the GAN training incorporating a human-based discriminator [132]).
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6.3 Experimental Evaluation

6.3.1 Experimental Conditions

Conditions for Large-scale Perceptual Scoring

Large-scale perceptual scoring was conducted to obtain the similarity matrix S using the

JNAS corpus [133] that includes 153 Japanese female speakers. Each speaker utters at

least 150 reading-style utterances (totaling about 44 hours). Five non-parallel utterances

per speaker were used for scoring text-independent perceptual similarity among the speak-

ers. Each listener scored the perceptual similarity of 34 randomly-selected speaker pairs

extracted from all of the 11,628 possible different speaker pairs with an integer between

−3 (very dissimilar) and +3 (very similar). Listeners were recruited using Lancers*1, a

well-known crowdsourcing platform in Japan. At least 10 different listeners scored the

similarity of one of the 11,628 speaker pairs. The total numbers of listeners and answers

were 4,060 and 138,040, respectively.

Conditions for Deep Speaker Representation Learning

The JNAS corpus was used for training a DNN-based speaker encoder. The 13 speakers

shown in Fig. 6.5(b) (from “F001” to “F013”) were assumed to be unseen during the

training. In the training, 90% of the remaining 140 seen speakers’ utterances were used.

The number of utterances per speaker was balanced. In the evaluation, the unseen speak-

ers’ 50 utterances and the seen speakers’ remaining ones were used. The five utterances

used for the perceptual scoring were omitted from both the training and evaluation data.

During the training, each element in the similarity matrix was normalized to be in [−1,
+1] for the similarity vector or matrix embedding and in [0, 1] for the similarity graph

embedding. Accordingly, the sigmoid kernel k(di,dj) = tanh(d⊤
i dj) was used for the

Gram matrix calculation in Eq. (6.5). In the similarity graph embedding, the adjacency

matrix was defined using the normalized similarity matrix that represents the likelihood

of a link existence as a value between [0, 1].

The DNN architecture for the speaker encoder was a Feed-Forward network that in-

cluded four hidden layers with the tanh activation function. The numbers of hidden units

at the first-through-third layers and the fourth layer for the speaker representation ex-

traction were 256 and 8, respectively. In the d-vector learning (Section 5.2.2) and the

*1 https://www.lancers.jp
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similarity vector embedding, an output layer with 140 units was prepared. The output

activation function was the softmax for the former and the tanh for the latter. The input

of the speaker encoder was a joint vector of the 1st-through-39th mel-cepstral coefficients

and their dynamic features. The STRAIGHT vocoder [47] was used to extract the mel-

cepstral coefficients. The mel-cepstral coefficients were normalized to have zero-mean and

unit-variance during the training. The optimization algorithm was AdaGrad [98]. The

learning rate was set to 0.01. The number of iterations for the training was 100.

Conditions for Multi-speaker Statistical Speech Synthesis

A VAE-based multi-speaker acoustic model (described in Chapter 5) was trained. The

DNN architecture for the speech recognition model was a Feed-Forward network that

included four hidden layers with the tanh activation function. The number of hidden

units was 1,024. The recognition model was trained to predict 43-dimensional Japanese

PPGs [111] from the same input vector as the speaker encoder. At least 50 utterances for

each of the 140 seen speakers were used for the training. The number of iterations for the

training was 100. The DNN architecture for the VAEs was a Feed-Forward network that

consisted of encoder and decoder networks. The encoder had two hidden layers with the

ReLU [54] activation function and extracted the 64-dimensional latent variables from a

joint vector of the static-dynamic mel-cepstral coefficients and PPGs. The first and second

hidden layers had 256 and 128 units, respectively. The decoder reconstructed the input

static-dynamic mel-cepstral coefficients from a joint vector of the VAE latent variables,

PPGs, and 8-dimensional speaker representations. The DNN architecture for the decoder

was symmetric about that for the encoder. The VAEs were trained to maximize the

variational lower bound of the log likelihood [37] with 25 iterations using the same training

data as that used in the speaker encoder training. The optimization algorithm for the

speech recognition model and VAEs was AdaGrad. The learning rate was set to 0.01.

The MLPG algorithm [61] was used to generate static mel-cepstral coefficients considering

their temporal dependencies. The generated mel-cepstral coefficients and original speech’s

excitation parameters (i.e., F0 and five band-aperiodicity [44, 96]) were used for speech

waveform synthesis using the STRAIGHT vocoder [47].

Conditions for Active Learning

In active learning, the 140 seen speakers were divided into two groups (the first 70 speakers

and the remaining), and speaker similarity scores among the different groups were assumed

to be unobserved as shown in Fig. 6.9(b). The active learning alternatively performed 1)

the speaker encoder training using observed similarity scores with one iteration and 2) the
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(a) Fully scored (FS)

N/A

N/A

(b) Partially scored (PS)

Fig. 6.9. (a) Fully scored (FS) and (b) partially scored (PS) settings

query selection using the trained speaker encoder. The number of queries per one active

learning iteration was set to 43 empirically. The number of active learning iterations was

115. Other conditions were the same as the previously described ones.

6.3.2 Analysis of Perceptual Similarity Scores

The perceptual similarity scores that made the similarity matrix shown in Fig. 6.5(a)

were analyzed. Figure 6.10 shows a histogram of all the scores. Approximately 70%

of the scores are smaller than zero. Figure 6.11 shows a histogram of speaker-pairwise

scores of the 13 unseen speakers. The score distributions of dissimilar speaker pairs (e.g.,

“F001-F009”) have a lower variance than those of similar ones (e.g., “F010-F011”). These

results suggest that the listeners easily find dissimilar speakers rather than similar ones.

The similarity matrix is available online*2.

6.3.3 Evaluation in Deep Speaker Representation Learning

This section investigated whether the proposed representation learning algorithms learn

speaker representations that consider perceptual speaker similarity and achieve high-

quality multi-speaker statistical speech synthesis. The following four algorithms were

compared:

• d-vec.: Minimizing Eq. (5.4) [27]

• Prop. (vec): Minimizing Eq. (6.1)

*2 http://sython.org/demo/JSPS-DC1/index.html
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Fig. 6.10. Histogram of perceptual similarity scores of 153 female Japanese speakers.
Red line denotes cumulative ratio.

F0
01

-F
00

2
F0

01
-F

00
3

F0
01

-F
00

4
F0

01
-F

00
5

F0
01

-F
00

6
F0

01
-F

00
7

F0
01

-F
00

8
F0

01
-F

00
9

F0
01

-F
01

0
F0

01
-F

01
1

F0
01

-F
01

2
F0

01
-F

01
3

F0
02

-F
00

3
F0

02
-F

00
4

F0
02

-F
00

5
F0

02
-F

00
6

F0
02

-F
00

7
F0

02
-F

00
8

F0
02

-F
00

9
F0

02
-F

01
0

F0
02

-F
01

1
F0

02
-F

01
2

F0
02

-F
01

3
F0

03
-F

00
4

F0
03

-F
00

5
F0

03
-F

00
6

F0
03

-F
00

7
F0

03
-F

00
8

F0
03

-F
00

9
F0

03
-F

01
0

F0
03

-F
01

1
F0

03
-F

01
2

F0
03

-F
01

3
F0

04
-F

00
5

F0
04

-F
00

6
F0

04
-F

00
7

F0
04

-F
00

8
F0

04
-F

00
9

F0
04

-F
01

0
F0

04
-F

01
1

F0
04

-F
01

2
F0

04
-F

01
3

F0
05

-F
00

6
F0

05
-F

00
7

F0
05

-F
00

8
F0

05
-F

00
9

F0
05

-F
01

0
F0

05
-F

01
1

F0
05

-F
01

2
F0

05
-F

01
3

F0
06

-F
00

7
F0

06
-F

00
8

F0
06

-F
00

9
F0

06
-F

01
0

F0
06

-F
01

1
F0

06
-F

01
2

F0
06

-F
01

3
F0

07
-F

00
8

F0
07

-F
00

9
F0

07
-F

01
0

F0
07

-F
01

1
F0

07
-F

01
2

F0
07

-F
01

3
F0

08
-F

00
9

F0
08

-F
01

0
F0

08
-F

01
1

F0
08

-F
01

2
F0

08
-F

01
3

F0
09

-F
01

0
F0

09
-F

01
1

F0
09

-F
01

2
F0

09
-F

01
3

F0
10

-F
01

1
F0

10
-F

01
2

F0
10

-F
01

3
F0

11
-F

01
2

F0
11

-F
01

3
F0

12
-F

01
3

3
2
1
0

-1
-2
-3

Score distribution

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

Fig. 6.11. Histogram of perceptual similarity scores of 13 speakers (from “F001” to
“F013”)

• Prop. (mat): Minimizing Eq. (6.2)

• Prop. (graph): Minimizing Eq. (6.6)

Correlation Analysis of Speaker Representations

The Pearson correlation coefficient between the normalized similarity scores si,j and

predicted similarity, i.e., values of the kernel function k(di,dj) in “d-vec.,” “Prop. (vec),”

and “Prop. (mat)” or the link probability pi,j in “Prop. (graph),” was calculated. Figure

6.12 shows the scatter plots of the similarity scores and predicted similarity with their

correlation coefficients. “Prop. (*)” learn speaker representations that have a stronger

correlation with the similarity scores than “d-vec.,” demonstrating that the proposed

speaker representations consider perceptual similarity among speakers. Among the four

algorithms, “Prop. (graph)” achieves the strongest correlation not only in (a) “Seen-Seen”

but also in (b) “Seen-Unseen“ speaker-pair cases. This result indicates that the graph-

embedding-based learning algorithm works the best to learn pairwise relations among

speakers.
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Fig. 6.12. Scatter plots of similarity scores and predicted similarity with their correla-
tion coefficient r

Performance in Similar Speaker-pair Detection

A receiver operating characteristic (ROC) curve [134] of a binary classifier that detects

similar speaker pairs using speaker representations was created. An ROC curve represents

the performance of a binary classifier as a true positive rate against a false positive rate at

various threshold value settings. The closer the curve follows the upper left corner (i.e., a

false positive rate of zero and a true positive rate of one regardless of the threshold value

settings), the more accurate the classifier is. Figure 6.13 shows ROC curves of similar

speaker-pair detection using speaker representations learned by the four different algo-

rithms. Here, “similar speaker-pair” is defined as a pair of two speakers whose perceptual

similarity is greater than 0. From this figure, the proposed algorithms successfully make

the ROC curves closer to the upper left corner while the conventional algorithm does not.

The area under the ROC curve (AUC) [135] that quantifies the performance of a binary

classifier as a scalar value between 0.5 (random classification) and 1.0 (perfect classifica-

tion) was calculated. Table 6.1 shows the AUC values calculated with the ROC curves

shown in Fig. 6.13. The AUC values of “d-vec.” are the lowest among the four algo-

rithms, suggesting that the conventional speaker-classification-based learning algorithm

never considers perceptual similarity among speakers. On the other hand, the three pro-

posed algorithms increase the AUC successfully, and “Prop. (graph)” achieves the AUC
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Fig. 6.13. ROC curves of similar speaker-pair detection using speaker representations.
When curve becomes closer to left corner, speaker representations can be
used to find similar speaker pairs more accurately.

Table 6.1. AUC values of similar speaker-pair detection using speaker representations
learned by four different algorithms

d-vec. Prop. (vec) Prop. (mat) Prop. (graph)
Seen-Seen 0.5711 0.6909 0.8847 0.9204

Seen-Unseen 0.6347 0.6909 0.7712 0.8157

higher than 0.8 even in the “Seen-Unseen” speaker-pair case. These results demonstrate

that the proposed algorithms construct the speaker space where similar speaker pairs are

accurately found using their speaker representations.

Subjective Evaluation in VAE-based Multi-speaker Speech Synthesis

The effectiveness of the proposed speaker representations was investigated in speaker

adaptation of the VAE-based multi-speaker acoustic model. The speaker adaptation aimed

to reconstruct the 13 unseen speakers’ voices using their speaker representations and the

trained VAEs. Subjective evaluations on naturalness and speaker similarity of unseen

speakers’ synthetic speech were conducted. Fifty utterances of each unseen speaker were

used for the speaker representation extraction. Speech samples were synthesized using

mel-cepstral coefficients generated by the trained VAEs with the four different speaker

encoders. Preference AB tests on the naturalness were conducted to compare the con-
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Table 6.2. Preference scores on naturalness of synthetic speech (left: conventional d-
vector, right: proposed algorithm). Bold indicates more preferred method
with p-value < 0.05

Speaker Prop. (vec) Prop. (mat) Prop. (graph)
F001 0.408 - 0.592 0.456 - 0.544 0.388 - 0.612
F002 0.456 - 0.544 0.456 - 0.544 0.444 - 0.556
F003 0.416 - 0.584 0.444 - 0.556 0.444 - 0.556
F004 0.452 - 0.548 0.460 - 0.540 0.448 - 0.552
F005 0.380 - 0.620 0.484 - 0.516 0.432 - 0.568
F006 0.400 - 0.600 0.452 - 0.548 0.448 - 0.552
F007 0.424 - 0.576 0.484 - 0.516 0.424 - 0.576
F008 0.436 - 0.564 0.384 - 0.616 0.392 - 0.608
F009 0.428 - 0.572 0.492 - 0.508 0.364 - 0.636
F010 0.436 - 0.564 0.464 - 0.536 0.448 - 0.552
F011 0.460 - 0.540 0.428 - 0.572 0.312 - 0.688
F012 0.436 - 0.564 0.460 - 0.540 0.440 - 0.560
F013 0.428 - 0.572 0.436 - 0.564 0.372 - 0.628

ventional algorithm (“d-vec.”) with any of the three proposed algorithms (“Prop. (*)”).

Twenty-five listeners participated in each of the following evaluations by using crowd-

sourced evaluation systems. Each listener evaluated 10 speech samples randomly extracted

from the 50 utterances of each unseen speaker. Similarly, a series of preference XAB tests

on the speaker similarity were conducted using the natural speech of the unseen speakers

as the reference speech samples “X.” The total number of task sets was 2 (AB or XAB)

× 3 (“d-vec.” vs. “Prop. (*)”) × 13 (unseen speakers) × 25 (listeners per one task set)

= 1,950.

Tables 6.2 and 6.3 list the preference scores on the naturalness and speaker similarity,

respectively. “Prop. (vec)” and “Prop. (graph)” always achieve higher scores than “d-

vec.” regarding both the naturalness and speaker similarity. These results indicate that

the proposed similarity-aware speaker representations improve synthetic speech quality in

the speaker adaptation. “Prop. (mat)” also improves the naturalness; however, it signif-

icantly degrades the speaker similarity in a number of cases (e.g., “F005” and “F012”).

One of the reasons may be the algorithm’s trend in overfitting to seen speakers since it

directly utilizes the similarity scores to determine the speakers’ positions in the speaker

space.

A five-point scale MOS test on the naturalness and DMOS test on the speaker similarity

were conducted to compare the three proposed algorithms. Fifty listeners participated in

each of the following evaluations by using crowdsourced evaluation systems. Each listener

evaluated 30 speech samples randomly extracted from the 650 (50 × 13) utterances. This
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Table 6.3. Preference scores on speaker similarity of synthetic speech (left: conventional
d-vector, right: proposed algorithm). Bold indicates more preferred method
with p-value < 0.05

Speaker Prop. (vec) Prop. (mat) Prop. (graph)
F001 0.436 - 0.564 0.488 - 0.512 0.412 - 0.588
F002 0.468 - 0.532 0.496 - 0.504 0.384 - 0.616
F003 0.432 - 0.568 0.504 - 0.496 0.440 - 0.560
F004 0.380 - 0.620 0.404 - 0.596 0.448 - 0.552
F005 0.428 - 0.572 0.616 - 0.384 0.432 - 0.568
F006 0.428 - 0.572 0.444 - 0.556 0.376 - 0.624
F007 0.492 - 0.508 0.568 - 0.432 0.452 - 0.548
F008 0.424 - 0.576 0.500 - 0.500 0.400 - 0.600
F009 0.400 - 0.600 0.500 - 0.500 0.428 - 0.572
F010 0.432 - 0.568 0.404 - 0.596 0.420 - 0.580
F011 0.348 - 0.652 0.444 - 0.556 0.356 - 0.644
F012 0.492 - 0.508 0.544 - 0.456 0.484 - 0.516
F013 0.372 - 0.628 0.564 - 0.436 0.436 - 0.564

Table 6.4. Results of MOS test on naturalness and DMOS test on speaker similarity
with their 95% confidence intervals (comparison among three proposed algo-
rithms)

Prop. (vec) Prop. (mat) Prop. (graph)
MOS 3.21±0.09 3.16±0.09 3.23±0.09
DMOS 2.98±0.10 2.82±0.09 2.90±0.10

evaluation enables comparing average performances of the three proposed algorithms. The

total number of task sets was 2 (MOS or DMOS) × 50 (listeners per one task set) = 100.

Table 6.4 shows the MOS and DMOS evaluation results. “Prop. (graph)” achieves the

highest MOS among the three algorithms, although there are no significant differences

among the scores. “Prop. (vec)” outperforms the others regarding the DMOS, and there

is a significant difference between the scores of “Prop. (vec)” and “Prop. (mat).”

Subjective Evaluation in Speaker Interpolation

The effectiveness of the proposed speaker representations was investigated in speaker

interpolation [136], a technique to artificially produce new voice characteristics by mixing

two (or more) speakers’ voices. Better speaker interpolation should satisfy high natu-

ralness and high controllability of interpolated speech. In other words, it should not

deteriorate the speech quality and should provide a way to control the interpolated voice

characteristics intuitively. The conventional and proposed speaker representations were

evaluated in speaker interpolation using a convex combination of speaker representations
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Table 6.5. Results of MOS test on naturalness of interpolated speech with their 95%
confidence intervals. Bold scores are significantly higher than those of d-vec.
(p < 0.05)

d-vec. Prop. (vec) Prop. (mat) Prop. (graph)
F033-F134 2.88±0.13 3.07±0.13 3.10±0.13 3.16±0.13
F017-F149 3.29±0.15 3.32±0.14 3.32±0.14 3.38±0.14

to interpolate their voice characteristics [137, 138]. Formally, an interpolated representa-

tion is calculated as dAB = (1−α)dA+αdB using two speaker representations dA and dB,

where 0 ≤ α ≤ 1 is an interpolation coefficient. In the speaker interpolation evaluation,

two speaker pairs, 1) the most dissimilar pairs (“F033-F134”) and 2) the most similar

ones (“F017-F149”), were considered to be mixed with α ∈ {0.0, 0.25, 0.5, 0.75, 1.0}.
A five-point scale MOS test on naturalness of interpolated speech (α = 0.5) was con-

ducted to compare speaker representations learned by the four different algorithms. Fifty

listeners participated in the MOS test by using crowdsourced evaluation systems. Each lis-

tener evaluated 16 samples of the interpolated speech. The total number of task sets was 2

(“F033-F134” or “F017-F149”) × 50 (listeners per one task) = 100. Table 6.5 lists results

of the MOS test. From the results of the interpolation using the most dissimilar speaker

pair (“F033-F134”), the three proposed algorithms achieve higher MOS values than the

conventional d-vector, and the similarity matrix and graph embedding significantly out-

perform the d-vector. “Prop. (*)” also outperform “d-vec.” in the interpolation using

the most similar speaker pair (“F017-F149”), although there are no significant differences

among the MOS values. These results indicate that the proposed speaker representations

improve the synthetic speech quality not only in speaker adaptation but also in speaker

interpolation.

A variant of the preference XAB test was conducted to evaluate the speaker similarity

of interpolated speech. In the evaluation, listeners first played three speech samples inter-

polated with different coefficients: “X” (α ∈ {0.0, 0.25, 0.5, 0.75, 1.0}), “A” (α = 0.0), and

“B” (α = 1.0), and then answered which of the two samples “A” or “B” sounded similar

to “X.” Thirty listeners participated in the evaluation by using crowdsourced evaluation

systems. Each listener evaluated 20 speech samples. The total number of task sets was 2

(“F033-F134” or “F017-F149”) × 30 (listeners per one task) = 60. Figure 6.14 shows the

preference score curves against the five different interpolation coefficients. The shapes of

the curves significantly change between Figs. 6.14(a) and (b). This result suggests that

perceptual similarity of a speaker pair greatly affects the result of speaker interpolation;

i.e., the more dissimilar a speaker pair is, the larger the difference of the interpolated
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Fig. 6.14. Results of XAB tests on speaker similarity of the interpolated speech using (a)
most dissimilar speaker pair (“F033-F134”) and (b) most similar one (“F017-
F149”). When score curves become closer to red lines, listeners accurately
infer two speakers’ mixing ratio from interpolated speech.

speech becomes. Red lines representing “interpolation coefficients and preference XAB

scores are equal” were added to Fig. 6.14 for illustrating this observation clearly. When

the score curves become closer to the red lines, listeners accurately infer two speakers’

mixing ratio from interpolated speech. All the preference scores shown in Fig. 6.14(b) are

near 0.5 regardless of the interpolation coefficient settings, i.e., listeners hardly perceived

the differences among the interpolated speech samples. This is a natural result because

very similar speakers’ voices are mixed, and listeners therefore cannot detect the difference

between the two speech samples “A” (α = 0.0) and “B” (α = 1.0). One can quantify the

controllability of speaker interpolation using a pair of dissimilar speakers as the distance

between the red line and the score curve in Fig. 6.14(a). The linear least squares error

between the red line and preference scores were calculated. The calculation results of “d-

vec.,” “Prop. (vec),” “Prop. (mat),” and “Prop. (graph)” were 0.1139, 0.0654, 0.0559,

and 0.0429, respectively. Therefore, the consideration of perceptual similarity among

speakers in deep speaker representation learning improves not only the quality but also

the controllability of synthetic speech in the VAE-based multi-speaker speech synthesis.
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6.3.4 Evaluation of Active Learning

The active learning’s effectiveness was investigated using each of the three proposed rep-

resentation learning algorithms independently. In addition to the three query strategies

described in Section 6.2.3 (i.e., “LSF”, “HSF,” and “USF”), “FS” and “PS” were com-

pared. The former and latter trained a speaker encoder using the fully observed scores

and partially observed ones shown in Figs. 6.9(a) and (b), respectively.

Evaluation of AUC Improvement

How the proposed active learning affected the AUC of similar speaker-pair detection was

investigated. Figure 6.15 shows the AUC curves against the active learning iterations.

Red and blue lines denote the final AUC values of “FS” and “PS,” respectively. Note that

the final AUC values of “LSF,” “HSF,” and “USF,” in Fig. 6.15(a) does not necessarily

correspond to those of “FS” because their speaker encoders sequentially learn perceptual

similarity among the 140 seen speakers using differently ordered similarity scores. The

query strategies significantly affect the AUC improvement by the active learning, and

“USF” reasonably works among the three strategies regardless of the training algorithm

differences. Active learning using “Prop. (vec)” or “Prop. (graph)” successfully im-

proves the AUC through the iterations better than “PS” in both the “Seen-Seen” and

“Seen-Unseen” speaker-pair cases. Meanwhile, “Prop. (mat)” clearly shows its trend in

overfitting to the seen speaker pairs; i.e., it increased the AUC by the active learning

iterations in the “Seen-Seen” speaker-pair case but results in decreasing the AUC in the

“Seen-Unseen” case.

Evaluation of Synthetic Speech Quality

Whether the active learning efficiently trained a speaker encoder that improved synthetic

speech quality while reducing the scoring and training costs was investigated. Similar

to Section 6.3.3, five-point scale MOS and DMOS tests were conducted to compare the

quality of synthetic speech made by speaker representations of “FS,” “PS,” and “USF.”

The active learning using “USF” was performed with three different iterations to increase

the percentage of additionally scored speaker pairs: 25% (30 iterations), 50% (60 itera-

tions), and 75% (90 iterations). Tables 6.6 and 6.7 list the results of the MOS and DMOS

tests, respectively. “USF” achieves synthetic speech quality comparable to that of “FS”

with the fewer number of additional similarity score observations and active learning it-

erations. This result demonstrates that active learning of the perceptual-similarity-aware
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Fig. 6.15. Curves of similar speaker-pair detection AUC against active learning iteration

Table 6.6. Results of MOS test on naturalness of synthetic speech with their 95% confi-
dence intervals (proposed algorithms using active learning). Second column
denotes percentages of number of additionally scored speaker pairs compared
with “PS.” Bold scores are comparable to those of “FS” (p > 0.05)

Prop. (vec) Prop. (mat) Prop. (graph)
PS (0%) 2.91±0.14 2.98±0.13 2.94±0.14
USF (25%) 2.99±0.12 2.97±0.13 3.11±0.13

(50%) 3.11±0.13 3.02±0.13 3.12±0.14
(75%) 3.18±0.13 3.04±0.13 3.13±0.14

FS (100%) 3.19±0.13 3.02±0.12 3.18±0.13

speaker representations effectively reduces the number of scoring times while achieving

higher synthetic speech quality with fewer training iterations. Focusing on the results of

“Prop. (mat),” there are no significant differences among the five scores, and “FS” marks

the lowest scores among the three proposed algorithms. One of the causes may be the

overfitting trend observed in Fig. 6.15(b)(2).

6.3.5 Visualization of Speaker Space

Speaker spaces constructed by speaker representations of the four algorithms were visual-

ized. The purpose of this visualization is to investigate how the four different algorithms

affect the speaker space. Figure 6.16 shows the PCA plots of the speaker representations.
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Table 6.7. Results of DMOS test on speaker similarity of synthetic speech with their
95% confidence intervals (proposed algorithms using active learning). Second
column denotes percentages of number of additionally scored speaker pairs
compared with “PS.” Bold scores are comparable to “FS” (p > 0.05)

Prop. (vec) Prop. (mat) Prop. (graph)
PS (0%) 2.85±0.14 2.90±0.13 2.86±0.13
USF (25%) 2.95±0.14 2.93±0.13 3.03±0.13

(50%) 3.04±0.14 3.00±0.13 3.02±0.13
(75%) 3.05±0.14 3.03±0.13 3.06±0.13

FS (100%) 3.14±0.14 2.98±0.13 3.08±0.14

From this figure, the speaker space of “d-vec.” is the widest among the four plots, and it

completely ignores the perceptual similarity among the speakers. On the other hand, the

three proposed algorithms construct the speaker spaces where the speakers are densely

distributed and the perceptual similarity is preserved. However, “Prop. (mat)” tends

to excessively separate disjoint speaker clusters, i.e., “F055–F058,” from the other, which

may be one possible cause of the poor generalization shown in Fig. 6.15 and speech quality

degradation.

6.4 Summary

This chapter proposed novel algorithms for incorporating perceptual similarity among

speakers into deep speaker representation learning. The proposed speaker representation

learning algorithms utilize a perceptual speaker similarity matrix obtained by large-scale

perceptual scoring as the target for the speaker encoder training. The algorithms learn

speaker representations with three different usages of the matrix: a set of vectors, the

Gram matrix, and a graph. This chapter further proposed an active learning algorithm to

reduce costs of scoring and training. The active learning algorithm iterates the perceptual

similarity scoring and speaker encoder training. Queries in this algorithm are generated

from the sequentially-trained speaker encoder for prioritizing unscored speaker-pairs to

be scored next. The experimental evaluation results demonstrated that 1) the proposed

speaker representation learning algorithms learned speaker representations strongly corre-

lated with perceptual similarity scores, 2) the representations improved synthetic speech

quality better than conventional speaker-classification-derived d-vectors, and 3) the pro-

posed active learning algorithm achieved higher synthetic speech quality while reducing

costs of scoring and training.



120 Chapter 6 Perceptual-similarity-aware Deep Speaker Representation Learning

−1 0 1 2
−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

2.0

F001
F002

F003
F004

F005

F006

F007

F008

F009

F010F011
F012

F013

F014

F015

F016
F017
F018

F019

F020

F021

F022
F023F024

F025
F026

F027F028
F029

F030

F031F032
F033

F034

F035

F036
F037

F038

F039
F040
F041F042

F043

F044
F045
F046 F047

F048

F049
F050

F051

F052F053

F054

F055F056F057F058
F059F060

F061

F062

F063
F064F065
F066

F067F068 F069F070
F071F072

F073

F074

F075

F076F077

F078 F079
F080

F081F082F083

F084

F085
F086

F087F088
F089F090
F091

F092
F093

F094F095
F096

F097

F098
F099

F100
F101F102

F103
F104

F105F106
F107

F108

F109

F110

F111 F112F113

F114

F115F116

F117

F118
F119

F120

F121

F122

F123
F124

F125

F126

F127

F128F129

F130
F131F132F133

F134

F135
F136

F137
F138

F143A

F143B
F144AF144B F145A

F145B

F146A

F146B

F149

F150

FP01

FP02

FP03

FP04

FP05

F001
F002

F003
F004

F005

F006

F007

F008

F009

F010F011
F012

F013

(a) d-vec.

−0.5 0.0 0.5 1.0

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

F001
F002

F003

F004
F005F006
F007

F008F009
F010
F011

F012

F013F014

F015

F016

F017

F018

F019 F020

F021

F022

F023

F024

F025
F026F027

F028

F029

F030

F031

F032

F033F034

F035
F036F037

F038

F039
F040

F041

F042

F043

F044

F045

F046
F047

F048

F049F050

F051

F052
F053

F054

F055
F056

F057

F058
F059

F060
F061

F062 F063

F064
F065

F066

F067

F068

F069
F070

F071

F072

F073

F074

F075
F076

F077 F078

F079F080F081

F082
F083

F084
F085

F086

F087F088

F089
F090

F091
F092

F093

F094

F095

F096

F097
F098

F099

F100
F101

F102
F103

F104

F105

F106

F107

F108F109

F110

F111

F112 F113

F114F115

F116

F117F118

F119
F120

F121 F122

F123

F124
F125F126
F127 F128F129

F130

F131

F132F133

F134

F135
F136

F137

F138

F143A
F143B

F144A
F144B

F145A
F145B

F146A F146B

F149 F150

FP01

FP02

FP03

FP04FP05
F001

F002

F003

F004
F005F006
F007

F008F009
F010
F011

F012

F013

(b) Prop. (vec)

0 1 2

 0.25

0.00

0.25

0.50

0.75

1.00

1.25

1.50

F001

F002
F003F004

F005F006F007

F008

F009F010

F011F012F013F014F015F016

F017

F018

F019

F020

F021

F022

F023

F024

F025

F026F027
F028F029

F030
F031
F032

F033

F034

F035

F036

F037F038F039
F040F041
F042

F043

F044

F045

F046F047F048
F049F050F051
F052
F053F054

F055F056F057F058

F059F060
F061
F062

F063

F064
F065F066
F067

F068

F069
F070F071
F072

F073
F074F075
F076F077
F078
F079F080
F081F082

F083
F084
F085

F086

F087
F088F089F090

F091F092F093
F094F095
F096F097F098
F099

F100
F101

F102
F103

F104

F105
F106

F107

F108F109F110F111
F112
F113F114F115
F116

F117
F118
F119F120
F121F122F123
F124
F125F126F127
F128F129
F130

F131F132
F133
F134
F135
F136F137F138F143A

F143B

F144AF144B

F145A
F145B

F146A

F146B

F149

F150

FP01
FP02

FP03

FP04

FP05

F001

F002
F003F004

F005F006F007

F008

F009F010

F011F012F013

(c) Prop. (mat)

 0.5 0.0 0.5 1.0
 1.00

 0.75

 0.50

 0.25

0.00

0.25

0.50

0.75

1.00

F001F002

F003F004

F005F006
F007

F008F009

F010
F011

F012

F013F014

F015

F016
F017

F018

F019

F020
F021

F022 F023
F024

F025
F026

F027
F028

F029 F030

F031

F032

F033

F034
F035 F036F037

F038
F039

F040F041

F042

F043

F044

F045

F046F047

F048

F049

F050

F051

F052
F053F054

F055

F056

F057

F058

F059

F060

F061
F062

F063

F064

F065

F066

F067 F068

F069

F070

F071

F072

F073

F074

F075F076

F077 F078

F079F080

F081

F082

F083
F084

F085
F086

F087 F088
F089

F090

F091

F092

F093

F094

F095

F096

F097F098

F099
F100

F101

F102F103

F104

F105

F106

F107
F108
F109

F110

F111
F112

F113
F114F115

F116

F117

F118

F119

F120

F121

F122

F123

F124
F125

F126

F127
F128
F129

F130

F131F132 F133

F134

F135

F136

F137
F138

F143A

F143B
F144A

F144B
F145A
F145B

F146A

F146B

F149
F150

FP01

FP02

FP03
FP04

FP05 F001F002

F003F004

F005F006
F007

F008F009

F010
F011

F012

F013

(d) Prop. (graph)

Fig. 6.16. PCA plots of speaker representations learned by (a) d-vec., (b) Prop. (vec),
(c) Prop. (mat), and (d) Prop. (graph). Similar-speaker pairs are connected
by gray edges. Red points denote unseen speakers. PCA was applied to 153
speakers’ embedding learned by each method independently.
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Chapter 7

Conclusion

7.1 Summary of This Thesis

This thesis addressed the issues of conventional DNN-based speech synthesis for synthesiz-

ing high-quality, versatile, and intuitively controllable speech. The following three issues

were solved: 1) low-quality synthetic speech due to over-smoothing, 2) limited speaker

diversity in synthetic speech, and 3) uninterpretable speaker representation.

Chapter 2 briefly reviewed the basic framework of DNN-based speech synthesis. The

framework’s four crucial factors were described: 1) feature analysis, 2) acoustic modeling,

3) speech parameter generation, and 4) speech waveform synthesis.

Chapter 3 presented the proposed GAN-based method to improve synthetic speech

quality. The basic framework of GANs was first described. The introduction of GANs

to train DNNs for speech synthesis was then discussed. From the divergence minimiza-

tion perspective, the effects of the divergence in improving synthetic speech quality were

investigated. Experimental evaluations were conducted to demonstrate this method’s ef-

fectiveness in TTS and VC using vocoder parameters. The results indicated that 1) this

method generated natural speech parameters regardless of its hyperparameter settings,

and 2) W-GAN minimizing the earth-mover’s distance worked the best among several

GANs in terms of improving the synthetic speech quality.

Chapter 4 extended the proposed GAN-based method described in Chapter 3 to DNN-

based speech synthesis using STFT spectra. A simple but effective approach was presented

to overcome the difficulty in modeling high-dimensional and complicated amplitude spec-

tra based on GANs. Various frequency scales that are related to human speech perception

were introduced to this GAN-based method. The effectiveness of this method was evalu-

ated in TTS using STFT spectra. The results indicated that 1) GANs using low-frequency-
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resolution amplitude spectra improved speech quality and worked robustly against the

settings of the frequency resolution and hyperparameters, 2) comparing low-, original-

, and multi-frequency-resolution amplitude spectra, the use of low-frequency-resolution

ones worked best to improve synthetic speech quality, and 3) the use of the inverse mel

frequency scale for obtaining low-frequency-resolution amplitude spectra further improved

synthetic speech quality.

Chapter 5 presented the proposed high-quality and versatile speech synthesis method

based on VAEs. The VAE-based speech parameter generation process was mathemat-

ically formulated to explicitly model the phonetic content and speaker individuality as

latent variables. Non-parallel and many-to-many VC that can reproduce and transform

arbitrary speaker’s voice characteristics was established using VAEs. The trade-off be-

tween the number of seen speakers and dimensionality of continuous speaker representa-

tion with this method was investigated. The effectiveness of this method was objectively

and subjectively evaluated in VC. The results indicated that 1) the introduction of the

DNN-based speech recognition model contributed to significant quality improvement in

converted speech, 2) the use of continuous speaker representations achieved high-quality

VC even if the source and target speakers are unseen during the VAE training, and 3)

high-dimensional speaker representation did not necessarily improve the converted speech

quality but a large number of seen speakers consistently did improve this.

Chapter 6 presented the proposed perceptual-similarity-aware speaker representation

learning method for increasing the interpretability of speaker representations. The subjec-

tive scoring of perceptual speaker-pair similarity to obtain a perceptual speaker similarity

matrix was first described. Deep speaker representation learning algorithms using a loss

function defined by the similarity matrix were then presented. An active learning algo-

rithm to reduce the costs of scoring and training was finally introduced. This method’s

effectiveness was evaluated with the proposed VAE-based multi-speaker speech synthe-

sis method described in Chapter 5. The results indicated that 1) the proposed speaker

representation learning method learned speaker representations strongly correlated with

perceptual similarity scores, 2) the representations improved synthetic speech quality bet-

ter than the conventional representations derived from a DNN-based speaker recognition

model, and 3) the active learning algorithm achieved higher synthetic speech quality while

reducing the costs of scoring and training.
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7.2 Future Directions

7.2.1 Improving Synthetic Speech Quality Further

The proposed methods successfully improved synthetic speech quality compared with the

conventional methods. However, several subjective evaluation results (e.g., Fig. 3.21 and

Table 5.1) revealed that the MOS values on naturalness of synthetic speech were around

3.0, which indicates that there is a still gap between natural speech (MOS > 4.0) and

synthetic speech. Therefore, I will aim to reduce the gap and to achieve communication

using the speech synthesis technology for synthesizing speech almost indistinguishable

from natural speech. One solution is to use recently developed neural vocoders (e.g.,

WaveNet vocoder [139]), which can synthesize high-fidelity speech waveforms from speech

parameters using DNNs.

7.2.2 Implementing with Real-time Speech Synthesis

Daily speech communication in most cases takes place in real time. However, the pro-

posed methods do not consider such real-time situations, which limits their application

ranges. Therefore, I will introduce a DNN-based real-time speech synthesis method, such

as incremental TTS [140] and real-time VC [141, 142], into the proposed methods and

evaluate their effectiveness.

7.2.3 Extending to Multilingual Speech Synthesis

All experiments for this thesis were conducted using only Japanese speech corpora. To

enable speech communication beyond language barriers, I will evaluate the language de-

pendency of the proposed methods by conducting experiments using other languages, such

as English and Chinese. I will also extend the proposed methods to multilingual speech

synthesis [143] that can synthesize voices in multiple languages using a single acoustic

model.

7.2.4 Modeling Broader Speech Perception

In Chapter 6, inter-speaker perceptual similarity was modeled by using multi-speaker cor-

pus including reading-style speech to learn speaker representations that strongly correlate

with human’s perception and enable intuitively controllable speech synthesis. I will extend
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this idea to model human’s broader speech perception, such as various speaking styles,

emotions, and different languages. This will enable developing more controllable speech

synthesis systems that can be easily tuned through human-computer interaction.
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based voice conversion deceiving anti-spoofing verification,” IEICE Technical Re-

port, SP2016-69, vol. 116, no. 414, pp. 29–34, Jan. 2017. (in Japanese, corresponds

to Chapter 3 and Appendix Appendix A)

Domestic Conferences

1. Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “DNN-based speaker

embedding using graph embedding of subjective inter-speaker similarity,” Proc.

ASJ, Autumn meeting, 1-2-4, pp. 697–698, Sep. 2020. (in Japanese, corresponds

to Chapter 6)

2. Yuki Saito, Kei Akuzawa, and Kentaro Tachibana, ”Joint adversarial training al-

gorithm of speech recognition and synthesis models for many-to-one voice conversion

using phonetic posteriorgrams,” Proc. ASJ, Autumn meeting, 2-4-2, pp. 963–966,

Sep. 2019. (in Japanese, corresponds to Chapter 3 and Appendix Appendix B)

3. Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “Evaluation of DNN-

based multi-speaker speech synthesis using DNN-based speaker embedding consid-

ering subjective inter-speaker similarity,” Proc. ASJ, Autumn meeting, 1-P-18, pp.

999–1002, Sep. 2019. (in Japanese, corresponds to Chapter 6)

4. Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “DNN-based speaker

embedding considering subjective inter-speaker similarity towards DNN-based

speech synthesis,” Proc. ASJ, Spring meeting, 3-10-7, pp. 1067–1070, Mar. 2019.

(in Japanese, corresponds to Chapter 6)

5. Taiki Nakamura, Yuki Saito, Kyosuke Nishida, Yusuke Ijima, and Shinnosuke

Takamichi, “Evaluation of VAE-based non-parallel and many-to-many voice con-

version conditioned by phonetic posteriorgrams and d-vectors in terms of training

data and dimensionality of d-vectors,” Proc. ASJ, Spring meeting, 2-P-30, pp.

1149–1150, Mar. 2019. (in Japanese, corresponds to Chapter 5)

6. Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “Adversarial DNN-

based speech synthesis using multi-frequency-resolution STFT spectra,” Proc. ASJ,

Spring meeting, 3-8-14, pp. 259–262, Mar. 2018. (in Japanese, corresponds to

Chapter 4)

7. Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “Experimental inves-

tigation of divergences in adversarial DNN-based speech synthesis,” Proc. ASJ,
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Autumn meeting, 1-8-7, pp. 189–192, Sep. 2017. (in Japanese, corresponds to

Chapter 3)

8. Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “Adversarial DNN-

based voice conversion based on spectral differentials using highway networks,”

Proc. ASJ, Spring meeting, 1-6-14, pp. 235–236, Mar. 2017. (in Japanese, corre-

sponds to Chapter 3 and Appendix Appendix A)

9. Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “F0 contour and du-

ration generation for adversarial DNN-based speech synthesis,” Proc. ASJ, Spring

meeting, 2-6-6, pp. 257–258, Mar. 2017. (in Japanese, corresponds to Chapter 3)

10. Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “Training algorithm

considering anti-spoofing verification for DNN-based speech synthesis,” Proc. ASJ,

Autumn meeting, 3-5-1, pp. 149–150, Sep. 2016. (in Japanese, corresponds to

Chapter 3)

Awards

1. 2020 IEEE Signal Processing Society Young Author Best Paper Award, Jun. 2021.

2. The 49th Awaya Prize Young Researcher Award of ASJ, Mar. 2021.

3. Outstanding Paper Award for Young C&C Researchers, Jan. 2019.

4. The 12th IEEE Signal Processing Society Japan Student Journal Paper Award,

Nov. 2018.

5. 2017 IEICE ISS Young Researcher’s Award in Speech Field, Aug. 2018.

6. Partial Exemption from Repayment of Scholarship Loan for Students with Out-

standing Results, Japan Student Services Organization (JASSO), May 2018.

7. The 33rd TELECOM System Technology Award for Students from TAF, Mar.

2018.

8. The 1st IEEE Signal Processing Society Tokyo Joint Chapter Student Award, Nov.

2017.

9. Spoken Language Processing Student Grant Award of ICASSP, Mar. 2017.

10. The 14th Best Student Presentation Award of Acoustical Society of Japan, Mar.

2017.

11. 2017 IEICE ISS Student Poster Award, Jan. 2017.

Competitive Funds

1. Grant-in-Aid for JSPS Fellows, the Japan Society of the Promotion of Science

(JSPS), May 2018.
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2. Grants for Researchers Attending International Conferences from NEC C&C, Apr.

2018.

Misc.

1. I was invited to Google Speech Technology Summit 2018, Google London, United

Kingdom. I talked about two research papers that were accepted to ICASSP 2018

at the poster session.

2. A figure taken from our paper appeared on the cover of the IEEE/ACM Transac-

tions on Audio, Speech, and Language Processing (January/February issue).

Other Publications

Original Journal Papers

1. Takaaki Saeki, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “Real-

time full-band voice conversion with sub-band modeling and data-driven phase esti-

mation of spectral differentials,” IEICE Transactions on Information and Systems,

2021. (under review, conditionally accepted)

2. Shinnosuke Takamichi, Ryosuke Sonobe, Kentaro Mitsui, Yuki Saito, Tomoki Ko-

riyama, Naoko Tanji and Hiroshi Saruwatari, “JSUT and JVS: free Japanese voice

corpora for accelerating speech synthesis research,” Acoustical Science and Tech-

nology, vol. 41, No. 5, pp. 761–768, Sep. 2020.

3. Hiroki Tamaru, Yuki Saito, Shinnosuke Takamichi, Tomoki Koriyama, and

Hiroshi Saruwatari, “Generative moment matching network-based neural double-

tracking for synthesized and natural singing voices,” IEICE Transactions on

Information and Systems, vol. E103-D, no. 3, pp. 639–647, Mar. 2020.

4. Shinnosuke Takamichi, Yuki Saito, Norihiro Takamune, Daichi Kitamura, and

Hiroshi Saruwatari, “Phase reconstruction from amplitude spectrograms based

on directional-statistics deep neural networks,” Signal Processing, vol. 169, pp.

107368, Apr. 2020.

International Conferences (Peer-Reviewed)

1. Yota Ueda, Kazuki Fujii, Yuki Saito, Shinnosuke Takamichi, Yukino Baba, and

Hiroshi Saruwatari, “HumanACGAN: conditional generative adversarial network

with human-based auxiliary classifier and its evaluation in phoneme perception,”
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Proc. ICASSP, pp. xxxx–xxxx, Toronto, Canada, Jun. 2021. (ACCEPTED)

2. Yuki Yamashita, Tomoki Koriyama, Yuki Saito, Shinnosuke Takamichi, Yusuke

Ijima, Ryo Masumura, and Hiroshi Saruwatari, “Investigating effective additional

contextual factors in DNN-based spontaneous speech synthesis,” Proc. INTER-

SPEECH, pp. 3201–3205, Shanghai, China, Oct. 2020.

3. Shunsuke Goto, Kotaro Ohnishi Yuki Saito, Kentaro Tachibana, and Koichiro

Mori, “Face2Speech: towards multi-speaker text-to-speech synthesis using an em-

bedding vector predicted from a face image,” Proc. INTERSPEECH, pp. 2947–

2951, Shanghai, China, Oct. 2020.

4. Detai Xin, Yuki Saito, Shinnosuke Takamichi, Tomoki Koriyama, and Hiroshi

Saruwatari, “Cross-lingual text-to-speech synthesis via domain adaptation and per-

ceptual similarity regression in speaker space,” Proc. INTERSPEECH, pp. 1321–

1325, Shanghai, China, Oct. 2020.

5. Takaaki Saeki, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “Real-

time, full-band, online DNN-based voice conversion system using a single CPU,”

Proc. INTERSPEECH, pp. 1021–1022, Shanghai, China, Oct. 2020.

6. Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “SMASH corpus: a

spontaneous speech corpus recording third-person audio commentaries on game-

play,” Proc. LREC, pp. 6573–6579, Marseille, France, May 2020.

7. Yuki Yamashita, Tomoki Koriyama, Yuki Saito, Shinnosuke Takamichi, Yusuke

Ijima, Ryo Masumura, and Hiroshi Saruwatari, “DNN-based speech synthesis us-

ing abundant tags of spontaneous speech corpus,” Proc. LREC, pp. 6440–6445,

Marseille, France, May 2020.

8. Kazuki Fujii, Yuki Saito, Shinnosuke Takamichi, Yukino Baba, and Hiroshi

Saruwatari, “HumanGAN: generative adversarial network with human-based

discriminator and its evaluation in speech perception modeling,” Proc. ICASSP,

pp. 6239–6243, Barcelona, Spain, May 2020.

9. Takaaki Saeki, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “Lifter

training and sub-band modeling for computationally efficient and high-quality voice

conversion using spectral differentials,” Proc. ICASSP, pp. 7784–7788, Barcelona,

Spain, May 2020.

10. Taiki Nakamura, Yuki Saito, Shinnosuke Takamichi, Yusuke Ijima, and Hiroshi

Saruwatari, “V2S attack: building DNN-based voice conversion from automatic

speaker verification,” Proc. SSW, pp. 161–165, Vienna, Austria, Sep. 2019.

11. Hiroki Tamaru, Yuki Saito, Shinnosuke Takamichi, Tomoki Koriyama, and Hi-
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roshi Saruwatari, “Generative moment matching network-based random modula-

tion post-filter for DNN-based singing voice synthesis and neural double-tracking,”

Proc. ICASSP, pp. 7070–7074, Brighton, U.K., May 2019.

12. Masakazu Une, Yuki Saito, Shinnosuke Takamichi, Daichi Kitamura, Ryoichi

Miyazaki, and Hiroshi Saruwatari, “Generative approach using the noise gener-

ation models for DNN-based speech synthesis trained from noisy speech,” Proc.

APSIPA-ASC, pp. 99–103, Hawaii, U.S.A., Nov. 2018.

13. Shinnosuke Takamichi, Yuki Saito, Norihiro Takamune, Daichi Kitamura, and

Hiroshi Saruwatari, “Phase reconstruction from amplitude spectrograms based on

directional-statistics deep neural networks,” Proc. IWAENC, pp. 286–290, Tokyo,

Japan, Sep. 2018.

14. Hiroyuki Miyoshi, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari,

“Voice conversion using sequence-to-sequence learning of context posterior prob-

abilities,” Proc. INTERSPEECH, pp. 1268–1272, Stockholm, Sweden, Aug. 2017.

Technical Reports

1. Masaki Kurata, Shinnosuke Takamichi, Takaaki Saeki, Riku Arakawa, Yuki Saito,

Keita Higuchi, and Hiroshi Saruwatari, “A method for obtaining speaking char-

acteristics based on real-time DNN-based voice conversion feedback,” IPSJ SIG

Technical Report, 2021-SLP-xxx, No. x, pp. xx–xx, Mar. 2021. (to appear in

Japanese)

2. Kazuki Fujii, Yuki Saito, Shinnosuke Takamichi, Yukino Baba, and Hiroshi

Saruwatari, “HumanGAN: generative adversarial networks based on human

perception evaluation and its application in speech naturalness modeling,” IEICE

Technical Report, SP2020-06, Vol. 120, No. 57, pp. 15–20, Jun. 2020. (in

Japanese)

3. Satoshi Naitou, Yuki Saito, Shinnosuke Takamichi, Yasuyuki Saito, and Hiroshi

Saruwatari, “Automatic estimation of breath position for singing VOCALOID

song,” IPSJ SIG Technical Report, 2020-MUS-127, No. 33, pp. 1–6, Jun. 2020.

(in Japanese)

4. Yuki Yamashita, Tomoki Koriyama, Yuki Saito, Shinnosuke Takamichi, Yusuke

Ijima, Ryo Masumura, and Hiroshi Saruwatari, “The effectiveness of additional

context in DNN-based spontaneous speech synthesis,” IEICE Technical Report,

SP2019-61, Vol. 119, No. 441, pp. 65–70, Mar. 2020. (in Japanese)

5. Takaaki Saeki, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “Lifter
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training and sub-band modeling for DNN-based voice conversion using spectral

differentials,” IPSJ SIG Technical Report, 2020-SLP-131, No. 2, pp. 1–6, Feb.

2020. (in Japanese)

6. Kazuki Fujii, Yuki Saito, Shinnosuke Takamichi, Yukino Baba, and Hiroshi

Saruwatari, “HumanGAN: generative adversarial networks trained with human

perception evaluation,” IBIS Workshop 2019, Nov. 2019. (in Japanese)

7. Taiki Nakamura, Yuki Saito, Shinnosuke Takamichi, Yusuke Ijima, and Hiroshi

Saruwatari, “Speaker V2S attack: statistical voice conversion built from speaker

verification and its evaluation on speaker spoofing attack,” CSS 2019, pp. 697–703,

Oct. 2019. (in Japanese)

8. Shinnosuke Takamichi, Kentaro Mitsui, Yuki Saito, Tomoki Koriyama, Naoko

Tanji, and Hiroshi Saruwatari, “JVS corpus: online available Japanese versatile

speech corpus,” IPSJ SIG Technical Report, 2019-SLP-129, No. 1, pp. 1–6, Oct.

2019. (in Japanese)

9. Hiroki Tamaru, Yuki Saito, Shinnosuke Takamichi, Tomoki Koriyama, and Hi-

roshi Saruwatari, “Generative moment matching network-based random modula-

tion post-filter for singing voices synthesized using DNNs and its application to

neural double-tracking,” IPSJ SIG Technical Report, 2018-SLP-125, No. 1, pp.

1–6, Dec. 2018. (in Japanese)

10. Satoshi Mizoguchi, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari,

“Evaluation of DNN-based low-musical-noise speech enhancement using kurtosis

matching,” IEICE Technical Report, EA2018-66, Vol. 118, No. 312, pp. 19–24,,

Nov. 2018. (in Japanese)

11. Shinnosuke Takamichi, Yuki Saito, Norihiro Takamune, Daichi Kitamura, and

Hiroshi Saruwatari, “Phase reconstruction from amplitude spectra based on von

Mises distribution DNN,” IPSJ SIG Technical Report, 2018-SLP-122, No. 1, pp.

1–6, Jun. 2018. (in Japanese)

12. Masakazu Une, Yuki Saito, Shinnosuke Takamichi, Daichi Kitamura, Ryoichi

Miyazaki, and Hiroshi Saruwatari, “Generative adversarial training of the noise

generation model for speech synthesis using speech in noise,” IPSJ SIG Technical

Report, 2017-SLP-118, no. 1, pp. 1-6, Oct. 2017. (in Japanese)

13. Hiroyuki Miyoshi, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari,

“Voice conversion using sequence-to-sequence learning of context posterior prob-

abilities and evaluation of the dual learning,” IEICE Technical Report, SP2017-16,

vol. 117, No. 160, pp. 9–14, Jul. 2017. (in Japanese)
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Domestic Conferences

1. Yota Ueda, Kazuki Fujii, Yuki Saito, Shinnosuke Takamichi, Yukino Baba, and

Hiroshi Saruwatari, “HumanACGAN: conditional generative adversarial network

using human-based auxiliary classifier and its evaluation in representing conditional

distribution of phoneme perception,” Proc. ASJ, Spring meeting, 1-2-14, pp. xxx–

xxx, Mar. 2021. (to appear in Japanese)

2. Takaaki Saeki, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “Im-

plementation and evaluation of real-time full-band DNN-based Voice Conversion

based on sub-band filtering,” Proc. ASJ, Autumn meeting, 1-2-11, pp. 715–718,

Sep. 2020. (in Japanese)

3. Kazuki Fujii, Yuki Saito, Shinnosuke Takamichi, Yukino Baba, and Hiroshi

Saruwatari, “HumanGAN: generative adversarial network with human-based

discriminator and its evaluation in naturalness modeling of speech,” Proc. ASJ,

Spring meeting, 3-P-40, pp. 1181–1184, Mar. 2020. (in Japanese)

4. Shinnosuke Takamichi, Kai Onuma, Taku Kaneda, Takashi Kaneda, Yuki Saito,

Tomoki Koriyama, and Hiroshi Saruwatari, “Crowdsourcing-based parameter opti-

mization for frequency warping-based speaker anonymization,” Proc. ASJ, Spring

meeting, 3-P-31, pp. 1159–1162, Mar. 2020. (in Japanese)

5. Shunsuke Goto, Kotaro Ohnishi, Yuki Saito, Kentaro Tachibana, and Koichiro

Mori, “Multi-speaker text-to-speech synthesis using an embedding vector based on

a face image,” Proc. ASJ, Spring meeting, 2-Q-49, pp. 1141–1144, Mar. 2020. (in

Japanese)

6. Takaaki Saeki, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “Sub-

band lifter-training method for full-band voice conversion using spectral differen-

tials,” Proc. ASJ, Spring meeting, 2-2-5, pp. 1085–1088, Mar. 2020. (in Japanese)

7. Shinnosuke Takamichi, Yuki Saito, Tomohiko Nakamura, Tomoki Koriyama, and

Hiroshi Saruwatari, “manga2voice: speech analysis towards audio synthesis from

comic image,” Proc. ASJ, Spring meeting, 1-2-15, pp. 1065–1068, Mar. 2020. (in

Japanese)

8. Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “SMASH corpus:

spontaneous speech corpus of audio commentaries on gameplay,” Proc. ASJ,

Spring meeting, 1-2-14, pp. 1061–1064, Mar. 2020. (in Japanese)

9. Satoshi Naitou, Yuki Saito, Shinnosuke Takamichi, Yasuyuki Saito, and Hiroshi

Saruwatari, “Estimation of breath position for VOCALOID song sung by user,”

Proc. ASJ, Spring meeting, 1-2-12, pp. 1057–1058, Mar. 2020. (in Japanese)
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10. Takaaki Saeki, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari, “Filter

estimation for computational complexity reduction of DNN-based voice conversion

using spectral differentials,” Proc. ASJ, Autumn meeting, 2-4-1, pp. 961–962, Sep.

2019. (in Japanese)

11. Hiroki Tamaru, Yuki Saito, Shinnosuke Takamichi, Tomoki Koriyama, and Hi-

roshi Saruwatari, “Neural double-tracking based on generative moment matching

network for users’ singing,” Proc. ASJ, Autumn meeting, 1-4-2, pp. 935–938, Sep.

2019. (in Japanese)

12. Hiroki Tamaru, Yuki Saito, Shinnosuke Takamichi, Tomoki Koriyama, and Hi-

roshi Saruwatari, “Generative moment matching network-based random modula-

tion post-filter for singing voices and its application to double-tracking,” Proc.

ASJ, Spring meeting, 2-10-5, pp. 1035–1038, Mar. 2019. (in Japanese)

13. Satoshi Mizoguchi, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari,

“Low-musical-noise DNN-based speech enhancement applied to noise with various

kurtosis,” Proc. ASJ, Spring meeting, 1-6-6, pp. 185–188, Mar. 2019. (in Japanese)

14. Shinnosuke Takamichi, Yuki Saito, Norihiro Takamune, Daichi Kitamura, and

Hiroshi Saruwatari, “Phase reconstruction from amplitude spectrograms based on

directional-statistics DNNs,” Proc. ASJ, Autumn meeting, 2-4-2, pp. 1127–1130,

Sep. 2018. (in Japanese)

15. Satoshi Mizoguchi, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari,

“Low-musical-noise speech enhancement based on DNNs and kurtosis matching,”

Proc. ASJ, Autumn meeting, 2-1-7, pp. 177–180, Sep. 2018. (in Japanese)

16. Masakazu Une, Yuki Saito, Shinnosuke Takamichi, Daichi Kitamura, Ryoichi

Miyazaki, and Hiroshi Saruwatari, “Generative approach using the noise generation

models for DNN-based speech synthesis trained from noisy speech,” Proc. ASJ,

Spring meeting, 3-8-8, pp. 243–244, Mar. 2018. (in Japanese)

17. Shinnosuke Takamichi, Tomoki Koriyama, Yuki Saito, and Hiroshi Saruwatari,

“Evaluation of inter-utterance variation in speech synthesis based on moment-

matching networks,” Proc. ASJ, Autumn meeting, 1-8-9, pp. 195–196, Sep. 2017.

(in Japanese)

18. Hiroyuki Miyoshi, Yuki Saito, Shinnosuke Takamichi, and Hiroshi Saruwatari,

“Voice conversion using sequence-to-sequence learning of context posterior proba-

bilities,” Proc. ASJ, Spring meeting, 1-6-15, pp. 237–238, Mar. 2017. (in Japanese)

Co-authors’ Awards
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1. IPSJ SIG-MUS/SLP Student Poster Award, Jun. 2020. (Awardee: Kazuki Fujii)

2. FujiSankei Business i Awards, Jun. 2020. (Awardee: Kazuki Fujii)

3. IPSJ Yamashita SIG Research Award, Mar. 2020. (Awardee: Shinnosuke

Takamichi)

4. The 3rd IEEE Signal Processing Society Tokyo Joint Chapter Student Award, Dec.

2019. (Awardee: Hiroki Tamaru)

5. The 18th Best Student Presentation Award of ASJ, Mar. 2019. (Awardee: Satoshi

Mizoguchi)

6. IPSJ SIG-MUS/SLP Presentation Award, Jun. 2018. (Awardee: Shinnosuke

Takamichi)

Misc.

1. Four patent applications

2. One copyrighted work (Japanese Versatile Speech: JVS Corpus)
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Appendix A

VC Using Input-to-output

Highway Networks

A.1 Introduction

In acoustic modeling for VC, not only techniques to alleviate over-smoothing, but also

input speech information can be used since the input and output parameters are often

in the same domain (e.g., cepstrum). This appendix proposes a DNN-based VC method

using input-to-output highway networks. The proposed method generates spectral param-

eters of converted speech as the sum of input spectral parameters and weighted spectral

differentials predicted by DNNs. The use of input speech parameters effectively alleviates

over-smoothing, and the weights of the spectral differentials control which components of

input speech parameters should be converted by the DNNs.

A.2 Proposed VC Method

A.2.1 Input-to-Output Highway Networks for VC

Highway networks [144, 145] are weighted skip-connections between layers, and they often

connect hidden layers. Given that the input and output are often in the same domain

(e.g., cepstrum) in VC, this section proposes a VC method using input-to-output highway

networks that have three components: skip connection, transform gate T (·), and spec-

tral differentials estimator G(·). The converted speech parameters with this method are

generated as follows:

ŷ = x+ T (x) ◦G (x) . (A.1)
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Fig. A.1. VC using input-to-output highway networks

The transform gate T (·) is described as Feed-Forward DNNs. Each value of T (x) ranges

from 0.0 to 1.0, representing time- and feature-varying weights of spectral differentials

predicted as G(x). When T (x) = 0, input speech parameters are directly used as con-

verted speech parameters, and when T (x) = 1, the architecture is equivalent to residual

networks [110]. Therefore, input speech parameters are strongly transformed by G(·)
when the transform gate’s value becomes close to 1.0. Figure A.1 shows the proposed VC

method using input-to-output highway networks. The loss function for training DNNs

is equal to the MGE loss shown in Eq. (2.16). Model parameters of T (·) and G(·) are

simultaneously estimated to minimize the loss function.

A.2.2 Discussions

Since the proposed method utilizes both input speech parameters and spectral differentials

weighted by the transform gate, it efficiently alleviates over-smoothing of the converted

speech parameters. Figure A.2 shows scatter plots of the speech parameters. This figure

plots pairs of mel-cepstral coefficients whose corresponding value of the transform gate is

large (i.e., close to use of residual networks) or small (i.e., close to direct use of input speech

parameters). The proposed input-to-output highway networks alleviate over-smoothing

better than conventional Feed-forward DNNs in both cases.

The variation in spectral parameters between speakers strongly depends not only on

speaker pairs, but also on frequency bands and phonetic environments. For example,
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Fig. A.2. Scatter plots of speech parameters. µT denotes transform gate’s value aver-
aged over one utterance.

formant structure differs greatly between the genders, and the inter-speaker variation

in low-frequency band is small within the same gender. On the other hand, the inter-

phoneme variation (i.e., intra-speaker variation) in the low frequency band tends to be

large [146]. Therefore, a golden VC method is desirable to have an acoustic model that

avoids excessive conversion when the difference between input and output features is

small (e.g., frequency warping [147]) and provides flexible conversion when the difference

is large. The proposed method can achieve such VC by using the spectral differential esti-

mation learned with data-driven weights. Figure A.3 shows examples of transform gate’s

values predicted from mel-filter banks. This figure shows that G(·) greatly transforms

the spectral parameters in the high frequency band, since they strongly represent voice

characteristics of a speaker. Meanwhile, in male-to-male VC (Fig. A.3(a)), G(·) does not
transform the spectral parameters in the low frequency band unlike that of male-to-female

VC (Fig. A.3(b)).

From another perspective, the transform gate in the proposed method can be regarded

as soft selection of features. The dimensionality of spectral features (e.g., the order of
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Fig. A.3. Examples of transform gate’s values predicted from mel-filter banks

mel-cepstral coefficients) is a hyperparameter for VC. For instance, the use of only lower

order of mel-cepstra makes the acoustic model training robust while it degrades speech

quality due to insufficient conversion of spectral features. On the other hand, the use

of higher order improves speech quality but suffers from the randomness of the spectral

features. The former case corresponds to T (x) = 1 for the lower order and T (x) = 0

for the higher order. The latter case corresponds to T (x) = 1 for all orders. Whereas

such a hard selection is often used, the proposed method can utilize a soft selection by

the transform gate. Figure A.4 shows examples of transform gate’s values predicted from

mel-cepstral coefficients. Lower orders of mel-cepstral coefficients, which are dominant

in speaker conversion, tend to be strongly transformed by G(·). On the other hand,

higher orders of mel-cepstral coefficients tend to be not completely ignored, but weakly

converted.

The transform gate in the proposed method is similar to adaptive soft-masking [148]

in speech enhancement. Hence, it is expected that knowledge can be shared between VC

and speech enhancement.
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Fig. A.4. Examples of transform gate’s values predicted from mel-cepstral coefficients

A.3 Experimental Evaluation

A.3.1 Experimental Conditions

A speech corpus of two male speakers and one female speaker was used. The speakers

uttered 503 phonetically balanced sentences [95]. The numbers of sentences for the training

and evaluation were 450 (subsets A to I) and 53 (subset J), respectively. The sampling

rate of speech signals was 16 kHz. The shift length was set to 5 ms. The 0th-through-

59th mel-cepstral coefficients were used as the spectral parameters. F0 and 5 band-

aperiodicity [44, 96] were used as excitation parameters. The STRAIGHT vocoder [47]

was used for the parameter extraction and speech waveform synthesis. The 0th mel-

cepstral coefficients of input speech were used as those of the converted speech. Speech

parameter trajectory smoothing [97] with a 50 Hz cutoff modulation frequency was applied

to the spectral parameters in the training data for improving training accuracy. In the

training phase, the spectral parameters were normalized to have zero-mean and unit-

variance. The MGE training [60] was performed with 25 iterations. Two DNNs for male-

to-male and male-to-female VC were trained. The DNN architectures were Feed-Forward

networks that included three 512-unit ReLU [54] hidden layers and a 118-unit linear
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Fig. A.5. Preference scores of converted speech’s speech quality with 95% confidence
intervals (DNN-based VC using input-to-output highway networks)

output layer. The acoustic model predicted static and dynamic mel-cepstral coefficients

(118-dim.) frame by frame. The transform gate had a 59-unit input and 59-unit sigmoid

output layers. The optimization algorithm was AdaGrad [98]. The learning rate was set to

0.01. In the VC process, linearly transformed F0 and source-speaker’s band-aperiodicity

were used.

A.3.2 Subjective Evaluation

Subjective evaluations on quality and speaker individuality of converted speech were con-

ducted. In the subjective evaluation, the proposed method was compared with a conven-

tional one that uses Feed-Forward DNNs as an acoustic model. A preference AB test on

the speech quality was conducted. Every pair of speech samples converted by the two

methods was presented in random order. Listeners were asked to select speech samples

that sounded like they had better quality. Similarly, a preference XAB test on the speaker

individuality was conducted using target speaker’s natural speech as the reference “X.”

Thirty listeners participated in each assessment, using crowdsourced evaluation systems.

Figures A.5 and A.6 show the evaluation results regarding the converted speech quality

and speaker individuality, respectively. The proposed method outperforms the con-
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Fig. A.6. Preference scores of converted speech’s speaker individuality with 95% confi-
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ventional one regarding both speech quality and speaker individuality. These results

demonstrate the effectiveness of the proposed method.
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Appendix B

Joint Adversarial Training

Algorithm for DNN-based

Many-to-one VC

B.1 Introduction

This appendix proposes an adversarial algorithm to train DNNs for many-to-one VC using

speech recognition and synthesis. The proposed algorithm incorporates the GAN-based

speech synthesis method (Chapter 3) and domain-adversarial training (DAT) of a speech

recognition model for improving both converted speech naturalness and speaker similarity.

The algorithm jointly trains the speech synthesis and recognition models to optimize them

for many-to-one VC.

B.2 Conventional Algorithm for DNN-based

Many-to-one VC

The conventional algorithm [111] trains DNN-based speech recognition and synthesis mod-

els to represent mapping from any arbitrary input speech to the target speech, using PPGs

as the intermediate representation of the VC process.
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Fig. B.1. Examples of PPGs predicted by speech parameters of four different speakers

who uttered same sentences used in subjective evaluation described in section
B.4.3. Horizontal and vertical axes represent temporal axis and phoneme in-
dex, respectively. Brighter values denote high posterior probabilities. Ranges
of temporal axes in these figures were modified for clear illustration.

B.2.1 Speech Recognition Model Training

The recognition modelR(·) is trained to predict a phoneme label sequence p from an input

speech parameter sequence x. A pair of the phoneme label and input speech parameter

is sampled from a multi-speaker corpus D(M) = {(x(M)
n ,p

(M)
n )}N(M)

n=1 , where N (M) denotes

the amount of training data for the recognition model. A PPG sequence p̂(M) = R(x(M))

is predicted by the recognition model. The recognition model R(·) is trained to minimize

the phoneme prediction loss defined as the SCE between the phoneme label and PPG,

i.e., LSCE(p
(M), p̂(M)).

B.2.2 Speech Synthesis Model Training

Assuming that R(·) is the speaker-independent speech recognition model, the target-

speaker-dependent speech synthesis model G(·) is trained to generate a target speech

parameter sequence y. A pair of the input and target speech parameters is sampled from

a target speaker corpus D(O) = {(x(O)
n ,y

(O)
n )}N(O)

n=1 , where N (O) denotes the amount of

training data for the synthesis model. A generated speech parameter sequence ŷ(O) is
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verted speech by three different algorithms. Female target speaker’s one ut-
terance excluded from training data is used for extracting these mel-cepstral
coefficients.

obtained through the recognition and synthesis models, i.e., ŷ(O) = G(R(x(O))). The

synthesis model G(·) is trained to minimize the MSE between the target and generated

speech parameter sequences, i.e., LMSE(y
(O), ŷ(O)). Note that model parameters of R(·)

are not updated by this training.

B.2.3 Problems

The conventional algorithm can train the DNNs for many-to-one VC without requiring

parallel speech corpora. However, actual PPGs fed into the synthesis model can be differ-

ent among input speakers as shown in Fig. B.2(a). One of the reason is that the speech

recognition model training using the phoneme prediction loss does not guarantee to learn

speaker-invariant PPGs. The PPG differences can degrade the converted speech quality

because the synthesis model trained on only the target speaker’s PPGs does not neces-

sarily generalize to any source speakers’ PPGs. Moreover, over-smoothing of generated

speech parameters shown in Fig. B.1(b) considerably deteriorates the converted speech

quality.
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B.3 Proposed Algorithm for DNN-based

Many-to-one VC Using Adversarial Training

B.3.1 Joint Adversarial Training of Speech Recognition and Syn-

thesis Models

DAT-based Speech Recognition Model Training for Many-to-one VC

The DAT [149] is a general framework to train a DNN-based recognition model that is more

robust towards variation in input features by learning domain-invariant latent variables.

It has been applied to DNN-based speech information processing such as accented speech

recognition [150] and robust speaker classification [101]. Although the DAT was originally

invented to improve the recognition model performance, Chou et al. [151] demonstrated its

efficacy in autoencoder-based VC that learns speaker-independent latent variables. Note

that their method does not guarantee that the latent variables represent phonetic content

of input speech, unlike many-to-one VC using PPGs. To improve the converted speech

quality of many-to-one VC, it is crucial to obtain PPGs that are invariant to variation

in input speakers. Therefore, the DAT in the proposed algorithm regards the two speech

corpora used for the DNN training, i.e., 1) the multi-speaker corpus D(M) and 2) the

target speaker corpus D(O), as the domains. The DAT tries to minimize the difference

between the two domains and learn the speaker-invariant speech recognition model that

produces better PPGs for many-to-one VC.

For clear formulation, the recognition model R(·) are split into two sub-models as

R(·) = Rp(Rf(·)). The first sub-modelRf(·) is a feature extractor that extracts features f̂
representing phonetic content of input speech from input speech parameters as f̂ = Rf(x).

The second sub-modelRp(·) is a phoneme predictor that predicts PPGs from the extracted

features, i.e., p̂ = Rp(f̂) = Rp(Rf(x)). To capture the domain difference, the DAT

introduces a domain classifier C(·) that uses the features f̂ to identify a domain where

input speech parameters belong to. The domain classifier C(·) is trained to minimize the

domain classification loss defined as:

Ldc

(
f̂
(M)

, f̂
(O)

)
= − logC

(
f̂
(O)

)
− log

(
1− C

(
f̂
(M)

))
, (B.1)

where f̂
(M)

and f̂
(O)

are extracted from x(M) and x(O), respectively. On the other hand,
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the recognition model R(·) is trained to minimize the loss defined as follows:

LR

(
p(M), p̂(M), f̂

(M)
, f̂

(O)
)
= LSCE

(
p(M), p̂(M)

)
− ωCLdc

(
f̂
(M)

, f̂
(O)

)
, (B.2)

where ωC is a hyperparameter that controls the effect of the second term. The loss function

can be regarded as the weighted sum of the phoneme prediction loss and the loss to make

C(·) misclassify the domains by learning the domain-invariant features f̂ . Therefore, the

minimization of Eq. (B.2) can be expected to reduce the PPG differences among input

speakers.

GAN-based Speech Synthesis Model Training for Many-to-one VC

The proposed algorithm also introduces the GAN-based training method for speech syn-

thesis (Chapter 3) to overcome over-smoothing of generated speech parameters. Referring

to the subjective evaluation results in Section 3.4.10, W-GAN [75]-based algorithm (Sec-

tion 3.3.4) was adopted.

Joint Optimization of Speech Recognition and Synthesis Models

To optimize both the recognition and synthesis models for many-to-one VC, the proposed

algorithm jointly train the two models with a unified framework. The domain classifier

C(·) and discriminator of the GANs D(·) are first updated by minimizing Eqs. (B.1)

and (3.15), respectively. The recognition model R(·) and synthesis model G(·) are then

jointly updated by minimizing the sum of Eqs. (B.2) and (3.3). Since the loss for training

G(·) is also used for training R(·), the recognition model can be expected to predict

speaker-invariant PPGs that can accurately generate target speech parameters. Figure

B.3 illustrates a schematic diagram of the proposed joint adversarial training.

B.3.2 Discussion

As shown in Figs. B.2(c) and B.2(d), the GAN-based algorithm alleviates over-smoothing

of generated speech parameters. However, only using GANs cannot reduce the PPG

differences as shown in Fig. B.1(b). On the other hand, the proposed algorithm using

both the DAT and GANs successfully reduces the PPG differences as shown in Fig. B.1(c).

This result can be expected to improve the converted speech quality.

In the GAN-based algorithm, the statistical difference between target speech parameters

y(O) and ones predicted by other speakers, i.e., ŷ(M) = G(R(x(M))), can be reduced

directly. This can be done by approximating the difference in the training of D(·) and
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Fig. B.3. Schematic diagram of proposed joint adversarial training algorithm. Domain
classifier C(·) and discriminator of GANs D(·) are first updated. Recogni-
tion model R(·) = Rp(Rf(·)) and synthesis model G(·) are then updated.
These updates are iterated during training, and DNNs for many-to-one VC
are constructed by concatenating final R(·) and G(·).

minimizing the distance in the training of G(·). However, it was found from preliminary

experiment results that this training considerably degraded the converted speech quality.

One possible reason is that the differences among the target and other speakers in the

speech parameter domain may be larger than those in the extracted feature domain, and

minimizing the former using GANs becomes more difficult.

Regarding related work, several methods that incorporate GANs into the DNN training

for VC have been proposed. CycleGAN-VC [108, 152] achieves non-parallel VC based on

adversarial training considering cyclic-consistency [153]. StarGAN-VC [109, 154] extends

this idea to many-to-many VC by introducing StarGAN [155] into the acoustic model

training. Although these techniques can achieve non-parallel VC without using any text

transcriptions, they cannot guarantee the quality of converted speech when the input

speaker is unseen. On the other hand, the proposed algorithm can take any arbitrary

source speakers for VC. Although this algorithm requires a large speech corpus with text
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transcriptions and limits the target speaker to a specific one, semi-supervised training of

the recognition and synthesis models (e.g., machine speech chain [115]) and conditional

GAN [156] using one-hot speaker codes [41] can be expected to alleviate these limitations.

Also, one can apply the proposed algorithm to more practical VC using PPGs, such as

cross-lingual VC [157], one-shot VC [158], and WaveNet [159]-based VC [160, 161].

B.4 Experimental Evaluation

B.4.1 Experimental Conditions

Two professional speakers, i.e., one voice actress (FT) taken from the NICT Voice Actress

Dialogue Corpus [162] and one voice actor (MT) included in an internal dataset of DeNA,

were used as the target speakers for VC. The Corpus of Spontaneous Japanese (CSJ) [163]

was used to train the speech recognition model R(·). The CSJ included 1,417 amateur

speakers (470 females and 947 males) with various speaking styles such as a monologue,

dialogue, and reading aloud. About 99% of the CSJ was used as the multi-speaker corpus

D(M). The remainders of the CSJ was used for objective evaluations described in Section

B.4.2. The FT’s 5,174 utterances or MT’s 2,211 utterances were used as the target speaker

corpusD(O) to train the speech synthesis modelG(·). The other 50 utterances of the target
speakers were used for objective evaluations described in Section B.4.2. Note that D(M)

and D(O) were significantly different in many aspects, such as recording environments,

speaking styles, and speaking skills. All speech samples were downsampled at 16 kHz.

The WORLD vocoder [48] (D4C edition [49]) was used to extract log F0, 40-dimensional

mel-cepstral coefficients, and band aperiodicity. In many-to-one VC, DNNs predicted

the 1st-through-39th mel-cepstral coefficients of the target speaker. The F0 values were

extracted by integrating results of multiple F0 extractors [48, 164, 165]. The log F0 was

linearly converted. Source speaker’s band aperiodicity and the 0th mel-cepstral coefficients

were directly used for the speech waveform synthesis.

All DNN architectures were 1D CNNs along time axis [26] with a fixed sequence length

of 128 frames. The feature extractor Rf(·) extracted 256-dimensional features from 13-

dimensional MFCCs and their dynamic features. The phoneme predictor Rp(·) predicted
43-dimensional Japanese PPGs from the extracted features. The synthesis model G(·)
generated the 1st-through-39th mel-cepstral coefficients of the target speaker from the

PPGs. The MFCCs and mel-cepstral coefficients were normalized to have zero-mean and

unit-variance. The domain classifier C(·) distinguished D(O) from D(M) using the ex-
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Table B.1. DNN architectures used in experimental evaluation. In this table,
“Conv1D(Cin, Cout , k , s)” and “Deconv1D(Cin, Cout , k , s)” denote
1D convolution and deconvolution layers, respectively. Cin and Cout mean
number of channels of input and output, respectively. k and s denote con-
volution window size and stride width, respectively

Recognition R(·) = Rp(Rf(·)) Synthesis G(·)
Feature extractor Rf(·) Conv1D(43, 256, 15, 1)
Conv1D(26, 256, 15, 1) Conv1D(256, 512, 5, 2)
Conv1D(256, 512, 5, 2) Conv1D(512, 1024, 5, 2)
Conv1D(512, 1024, 5, 2) Deconv1D(1024, 512, 5, 2)
Deconv1D(1024, 512, 5, 2) Deconv1D(512, 256, 5, 2)
Deconv1D(512, 256, 5, 2) Conv1D(256, 39, 15, 1)
Phoneme predictor Rp(·)
Conv1D(256, 43, 15, 1)

Domain classifier C(·) Discriminator of GANs D(·)
Conv1D(256, 512, 1, 1) Conv1D(39, 512, 1, 1)
Conv1D(512, 512, 5, 1) Conv1D(512, 512, 5, 1)
Conv1D(512, 512, 5, 1) Conv1D(512, 512, 5, 1)
Conv1D(512, 1, 1, 1) Conv1D(512, 1, 1, 1)

tracted features. The discriminator of the GANs D(·) distinguished natural mel-cepstral

coefficients from generated ones. The activation function for hidden layers was the leaky

ReLU [166]. Dropout [167] was applied to all hidden layers for avoiding overfitting. Batch

normalization [168] was applied to some hidden layers in the synthesis model for acceler-

ating the DNN training. Table B.1 shows details of the DNN architectures. In this table,

“Conv1D(Cin, Cout, k, s)” and “Deconv1D(Cin, Cout, k, s)” denote 1D convolutional and

deconvolutional layers, respectively. The Cin and Cout mean the number of channels of

input and output, respectively. The convolution window size and stride width are denoted

by k and s, respectively.

As an initial setting, the recognition model R(·) = Rp(Rf(·)) was pretrained with the

multi-speaker corpus D(M). The initialization was performed with one iteration using all

utterances in D(M). The optimizer used for the initialization was AdaGrad [98]. The

learning rate for the initialization was set to 0.01. The frame-wise phoneme prediction ac-

curacy of the initialized recognition model was 80.4%, calculated with the evaluation data

of the CSJ. Five DNNs for many-to-one VC were trained using the initialized recognition

model with the following algorithms:

Baseline: Training G(·) with the fixed R(·) [111]
Prop. (Joint): Jointly training R(·) and G(·) with ωC = 0 and ωD = 0
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Prop. (DAT): Jointly training R(·) and G(·) with ωC = 0.25 and ωD = 0.0

Prop. (GAN): Jointly training R(·) and G(·) with ωC = 0 and ωD = 0.5

Prop. (DAT-GAN): Jointly training R(·) and G(·) with ωC = 0.25 and ωD = 0.5

Here, the hyperparameters (ωC, ωD) were empirically chosen. All of the five algorithms

were performed with five iterations using all utterances included in D(O). In the training of

“Prop. (*),” pairs of labeled training data (x(M), l(M)) were randomly sampled from D(M).

The optimizers for training all DNNs, i.e., R(·), G(·), C(·), and D(·), were AdaGrad. The

learning rates for the training were set to 0.01.

B.4.2 Objective Evaluations

Logarithmic Global Variance Distance

Since non-parallel many-to-one VC was considered, any objective evaluation metrics that

require parallel speech utterances of source and target speakers could not be calculated.

Instead, GVs [25] of the target speaker’s (MT or FT) natural and generated speech were

calculated. This section calculated a logarithmic GV distance (LogGVD) defined as fol-

lows:

LogGVD(v, v̂) =
1

M
|| log v̂ − log v||22, (B.3)

where v and v̂ denote M -dimensional GV vectors of natural and generated mel-cepstral

coefficients, respectively. This evaluation would quantify the ideal performance of the

many-to-one VC method because the domain mismatch in the input speech parameters

never occurred. Fifty utterances of MT or FT were used to calculate the LogGVDs.

Table B.2 lists the averaged LogGVDs and their standard deviations. From the results,

“Prop. (GAN)” significantly reduces the LogGVDs better than “Baseline,” suggesting

that the GAN-based algorithm overcomes over-smoothing of generated speech parameters

in many-to-one VC. “Prop. (DAT)” also decreases the LogGVDs, and the combination of

the DAT and GANs, i.e., “Prop. (DAT-GAN),” achieves the lowest value among the five

algorithms. These results indicate that training the speaker-invariant recognition model

increases the accuracy in modeling the target speech parameters. On the other hand,

“Prop. (Joint)” shows the different tendencies in accordance with the different target

speakers; i.e., its LogGVDs are almost the same as “Baseline” when the MT is used and

similar to “Prop. (DAT)” in other cases. One of the reasons may be the data imbalance

of the CSJ corpus that includes more male speakers than female ones.
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Table B.2. LogGVDs between natural and generated mel-cepstral coefficients with their
standard deviations

Target speaker
MT FT

Baseline 1.96 ± 0.34 5.05 ± 0.71
Prop. (Joint) 1.98 ± 0.38 3.93 ± 0.78
Prop. (DAT) 1.44 ± 0.26 3.80 ± 0.67
Prop. (GAN) 0.44 ± 0.18 0.21 ± 0.11
Prop. (DAT-GAN) 0.23 ± 0.10 0.11 ± 0.06

Table B.3. Frame-wise phoneme recognition accuracy of speech recognition models [%]

Target speaker
MT FT

Baseline 80.4 80.4
Prop. (Joint) 63.5 77.6
Prop. (DAT) 62.3 77.5
Prop. (GAN) 62.8 77.5
Prop. (DAT-GAN) 62.4 77.0

Speech Recognition Accuracy

Although improving the speech recognition accuracy is not the final goal of the many-

to-one VC method, whether the proposed algorithms affect the accuracy or not deserves

to be reported. Here, the frame-wise phoneme recognition accuracy of the recognition

models after the conventional or proposed training was calculated. The evaluation data

of the CSJ corpus was used to calculate the accuracy.

Table B.3 lists the evaluation results. From the results, “Baseline” achieves the highest

recognition accuracy. This is a natural result since the recognition model is trained to

minimize the recognition error and fixed during the synthesis model training. Meanwhile,

all the proposed algorithms decrease the accuracy, suggesting that the loss functions for

training the speech synthesis do not necessarily improve the speech recognition accuracy.

Speaker Invariance of Speech Recognition Model

The Matthews correlation coefficients (MCC) [169] of the domain classifier was calculated

to evaluate the speech recognition model’s robustness against the input speaker variation.
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Table B.4. MCCs of domain classifiers

Target speaker
MT FT

Baseline 0.36 0.33
Prop. (Joint) 0.22 0.16
Prop. (DAT) 0.02 0.04
Prop. (GAN) 0.18 0.18
Prop. (DAT-GAN) 0.04 0.04

The MCC quantifies the performance of a binary classification model and is defined as:

MCC =
TP× TN− FP× FN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
, (B.4)

where TP, TN, FP, and FN denote the numbers of true positives, true negatives, false

positives, and false negatives of the classification results, respectively. The MCC takes a

value between −1 (complete misclassification) and +1 (perfect classification), and their

mid-value (i.e., 0) corresponds to no better than random classification. Therefore, the

goal in the many-to-one VC method is to cause the speech recognition model to learn

features that make the MCC of the domain classifier become close to 0. Fifty utterances

of the target speaker MT or FT were used as positive examples and 500 utterances (50

utterances × 10 speakers) taken from the evaluation data of the CSJ were used as negative

examples to calculate the MCCs.

Table B.4 lists the evaluation results. From the results, all the proposed algorithms

decrease the MCCs compared with “Baseline.” In particular, the use of DAT makes the

MCCs close to almost zero, while the other methods do not. These results demonstrate

that the proposed algorithm using the GAN and DAT not only reduces the statistical

differences between natural and generated speech parameters, but also makes the speech

recognition model more invariant to the domain mismatch between the target and other

speakers.

B.4.3 Subjective Evaluations

Subjective evaluations on the naturalness and speaker similarity of the converted speech

were conducted. Since the speech corpora for building the many-to-one VC systems were

completely non-parallel, the ATR Japanese Speech Database (set C) [170] was used for

selecting source speakers. The database included 291 amateur speakers (143 females and
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Table B.5. Results of MOS test on naturalness of converted speech with their 95%
confidence intervals. Bold values indicate that method is more naturally
sounded than “Baseline” with p-value < 0.05

(a) Results of FSs/MSs-to-FT VC

FSs-to-FT MSs-to-FT
Baseline 2.70 ± 0.12 2.51 ± 0.11
Prop. (GAN) 3.00 ± 0.13 2.55 ± 0.12
Prop. (DAT-GAN) 2.95 ± 0.13 2.75 ± 0.12

(b) Results of FSs/MSs-to-MT VC

FSs-to-MT MSs-to-MT
Baseline 2.63 ± 0.10 2.55 ± 0.11
Prop. (GAN) 2.94 ± 0.11 3.01 ± 0.12
Prop. (DAT-GAN) 2.96 ± 0.12 2.96 ± 0.11

148 males) with a reading-aloud style. One parallel speech utterances (phonetically bal-

anced sentence A01) of randomly selected 10 male speakers (MSs) and 10 female speakers

(FSs) were used for investigating the effects of variation in source speakers. Here, the per-

formances of conventional and proposed algorithms were evaluated in four many-to-one

VC settings: FSs-to-FT, MSs-to-FT, FSs-to-MT, and MSs-to-MT.

Evaluation of Naturalness

A five-point scaled MOS test was conducted to compare “Baseline” with the GAN-based

proposed algorithms (i.e., “Prop. (GAN)” and “Prop. (DAT-GAN)”) in terms of the

converted speech naturalness. The converted speech generated by the three many-to-

one VC systems was presented to listeners in random order. In evaluation of FSs-to-FT

and MSs-to-FT VC, thirty listeners participated in the assessment by using crowdsourced

subjective evaluation systems. Each listener evaluated 60 converted speech samples (20

source speakers × the three algorithms). Similarly, the evaluation of FSs-to-MT and

MSs-to-MT VC was conducted with 25 listeners.

Table B.5 shows the evaluation results. “Prop. (DAT-GAN)” outperforms “Baseline”

in the all VC tasks, demonstrating that the algorithm incorporating the DAT and GAN

is effective in improving the naturalness of the converted speech. A noteworthy fact is

that the proposed algorithm using only the GAN does not always yield the significant

improvement as shown in Table B.5(a). This result suggests that just using the GAN-

based training is insufficient to deal with the differences among speakers observed in

PPGs.
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Table B.6. Preference scores of converted speech speaker similarity. Bold values indi-
cate that method is more preferred than other with p-value < 0.05. Here,
“Prop. (DAT-GAN)” was compared with “Baseline” or “Prop. (GAN)”

(a) Results of FSs-to-FT VC

Method A Score (A vs. B) Method B
Baseline 0.317 vs. 0.683 Prop. (DAT-GAN)

Prop. (GAN) 0.387 vs. 0.613 Prop. (DAT-GAN)

(b) Results of MSs-to-FT VC

Method A Score (A vs. B) Method B
Baseline 0.283 vs. 0.717 Prop. (DAT-GAN)

Prop. (GAN) 0.373 vs. 0.627 Prop. (DAT-GAN)

(c) Results of FSs-to-MT VC

Method A Score (A vs. B) Method B
Baseline 0.328 vs. 0.672 Prop. (DAT-GAN)

Prop. (GAN) 0.348 vs. 0.652 Prop. (DAT-GAN)

(d) Results of MSs-to-MT VC

Method A Score (A vs. B) Method B
Baseline 0.308 vs. 0.692 Prop. (DAT-GAN)

Prop. (GAN) 0.276 vs. 0.724 Prop. (DAT-GAN)

Evaluation of Speaker Similarity

“Prop. (DAT-GAN)” was compared with “Baseline” or “Prop. (GAN)” in terms of

the converted speech speaker similarity. Preference XAB tests on the similarity were

conducted. The target speaker’s three speech utterances excluded from the training data

were used as reference “X” to evaluate the similarity. The converted speech pairs of

the method “A” (“Baseline” or “Prop. (GAN)”) and the method “B” (“Prop. (DAT-

GAN)”) were presented to listeners in random order. In the evaluation of FSs-to-FT

and MSs-to-FT VC, thirty listeners participated in the assessment by using crowdsourced

subjective evaluation systems. Each listener evaluated 40 converted speech samples (20

source speakers × the two comparisons). Similarly, the evaluation of FSs-to-MT and

MSs-to-MT VC was conducted with 25 listeners.

Table B.6 shows the evaluation results. “Prop. (DAT-GAN)” achieves significantly

higher preference scores than not only “Baseline” but also “Prop. (GAN)” in the all

VC settings. These results demonstrate the algorithm’s effectiveness in improving the

converted speech speaker similarity, as well as in the naturalness.
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Table B.7. Preference scores of converted speech naturalness. Bold values indicate that
method is more preferred than other with p-value < 0.05. Here, “Baseline”
was compared with “Prop. (Joint)” or “Prop. (DAT)”

(a) Results of FSs-to-FT VC

Method A Score (A vs. B) Method B
Baseline 0.468 vs. 0.532 Prop. (Joint)
Baseline 0.448 vs. 0.552 Prop. (DAT)

(b) Results of MSs-to-FT VC

Method A Score (A vs. B) Method B
Baseline 0.512 vs. 0.488 Prop. (Joint)
Baseline 0.492 vs. 0.508 Prop. (DAT)

(c) Results of FSs-to-MT VC

Method A Score (A vs. B) Method B
Baseline 0.420 vs.0.580 Prop. (Joint)
Baseline 0.408 vs 0.592 Prop. (DAT)

(d) Results of MSs-to-MT VC

Method A Score (A vs. B) Method B
Baseline 0.388 vs. 0.612 Prop. (Joint)
Baseline 0.400 vs. 0.600 Prop. (DAT)

Effects of Joint Training and DAT without GANs

The effects of the other proposed algorithms, i.e., “Prop. (Joint)” and “Prop. (DAT),”

were investigated. As shown in Table B.2, these algorithms were unable to reduce Log-

GVDs to the extent that GAN-based proposed algorithms were able to do. However, other

objective evaluation results revealed that there were clear differences between “Baseline”

and the two proposed algorithms. Therefore, this section compared “Baseline” with “Prop.

(Joint)” or “Prop. (DAT)” by preference AB tests on the naturalness and preference XAB

tests on the speaker similarity. The comparison should clarify the effects caused by the

joint training or the DAT-based training. The converted speech pairs of the method “A”

(“Baseline”) and the method “B” (“Prop. (Joint)” or “Prop. (DAT)”) were presented to

listeners in random order. Twenty-five listeners participated in the evaluations. Each lis-

tener evaluated 40 converted speech samples (20 source speakers × the two comparisons).

Tables B.7 and B.8 show the evaluation results on the naturalness and speaker similarity,

respectively. From the results, the preference scores of the two proposed algorithms are

comparable or superior to those of “Baseline.” In particular, two remarkable points are
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Table B.8. Preference scores of converted speech speaker similarity. Bold values indi-
cate that method is more preferred than other with p-value < 0.05. Here,
“Baseline” was compared with “Prop. (Joint)” or “Prop. (DAT)”

(a) Results of FSs-to-FT VC

Method A Score (A vs. B) Method B
Baseline 0.500 vs. 0.500 Prop. (Joint)
Baseline 0.484 vs. 0.516 Prop. (DAT)

(b) Results of MSs-to-FT VC

Method A Score (A vs. B) Method B
Baseline 0.456 vs. 0.544 Prop. (Joint)
Baseline 0.432 vs. 0.568 Prop. (DAT)

(c) Results of FSs-to-MT VC

Method A Score (A vs. B) Method B
Baseline 0.424 vs. 0.576 Prop. (Joint)
Baseline 0.404 vs. 0.596 Prop. (DAT)

(d) Results of MSs-to-MT VC

Method A Score (A vs. B) Method B
Baseline 0.408 vs. 0.592 Prop. (Joint)
Baseline 0.396 vs. 0.604 Prop. (DAT)

observed: 1) “Prop. (DAT)” improves the speaker similarity in the inter-gender VC

settings (i.e., MSs-to-FT and FSs-to-MT) and 2) the two proposed algorithms outperform

“Baseline” in FSs-/MSs-to-MT VC regarding both the naturalness and speaker similarity

in spite of decreasing the speech recognition accuracy shown in Table B.3. These results

suggest that 1) without using the GANs, the DAT has the effect of improving the speaker

similarity by learning speaker-invariant features in the recognition model, and 2) the high

speech recognition accuracy does not guarantee the quality of converted speech and the

proposed joint training can optimize the recognition model for the many-to-one VC.

Comparison with Another Non-parallel VC Method

The best proposed algorithm, i.e., “Prop. (DAT-GAN),” was compared with another

state-of-the-art non-parallel VC method. Here, StarGAN-VC [109] was used as the com-

petitive VC method that can achieve high-quality many-to-many VC without requiring

parallel speech corpora. The StarGAN-VC model was trained using an open-source imple-
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Table B.9. Preference scores of converted speech naturalness. Bold values indicate that
method is more preferred than other with p-value < 0.05. Here, “StarGAN-
VC” was compared with “Prop. (DAT-GAN)”

(a) Results of FSs-to-FT VC

Method A Score (A vs. B) Method B
StarGAN-VC 0.168 vs. 0.832 Prop. (DAT-GAN)

(b) Results of MSs-to-FT VC

Method A Score (A vs. B) Method B
StarGAN-VC 0.152 vs. 0.848 Prop. (DAT-GAN)

(c) Results of FSs-to-MT VC

Method A Score (A vs. B) Method B
StarGAN-VC 0.300 vs. 0.700 Prop. (DAT-GAN)

(d) Results of MSs-to-MT VC

Method A Score (A vs. B) Method B
StarGAN-VC 0.400 vs. 0.600 Prop. (DAT-GAN)

mentation*1 and 100 utterances of 22 speakers (MSs, FSs, MT, and FT) for the training.

Similar to Section B.4.3, preference (X)AB tests were conducted with 25 listeners.

Tables B.9 and B.10 show the evaluation results on the naturalness and speaker similar-

ity, respectively. The results demonstrate that “Prop. (DAT-GAN)” outperforms not only

the conventional many-to-one VC training algorithm but also state-of-the-art non-parallel

VC using the StarGAN.

*1 https://github.com/hujinsen/pytorch-StarGAN-VC
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Table B.10. Preference scores of converted speech speaker similarity. Bold values indi-
cate that method is more preferred than other with p-value < 0.05. Here,
“StarGAN-VC” was compared with “Prop. (DAT-GAN)”

(a) Results of FSs-to-FT VC

Method A Score (A vs. B) Method B
StarGAN-VC 0.140 vs. 0.860 Prop. (DAT-GAN)

(b) Results of MSs-to-FT VC

Method A Score (A vs. B) Method B
StarGAN-VC 0.096 vs. 0.904 Prop. (DAT-GAN)

(c) Results of FSs-to-MT VC

Method A Score (A vs. B) Method B
StarGAN-VC 0.132 vs. 0.868 Prop. (DAT-GAN)

(d) Results of MSs-to-MT VC

Method A Score (A vs. B) Method B
StarGAN-VC 0.176 vs. 0.824 Prop. (DAT-GAN)



177

Appendix C

Speech Recognition and

Speaker Classification

Performances

This appendix describes the speech recognition and speaker classification performances

in VAE-based multi-speaker statistical speech synthesis (Chapter 5). Several settings of

two hyperparameters, the number of seen speakers and d-vector dimensionality, were con-

sidered. Two performances were measured: the frame-wise phoneme error rate (PER) of

speech recognition and equal error rate (EER) of speaker verification using d-vectors.

For measuring the EER, 50 utterances of each of the six speakers (three males and

three females) were used for enrollment (i.e., d-vector extraction) and other 25 utter-

ances were used for evaluation (i.e., computing the cosine distance between input and

claimed speaker’s d-vectors). The L2 normalization was applied to the d-vectors [27].

Table C.1 shows the results. The PER significantly increases under the setting of the

smallest number of seen speakers (i.e., “50spk”). The results also reveal that the EER

drastically increases under the settings of the smaller d-vector dimensionality (i.e., “1d,”

“2d,” and “4d”).
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Table C.1. Frame-wise PER of speech recognition DNNs and EER of speaker verifica-
tion using d-vectors. Different settings of number of seen speakers and d-
vector dimensionality were considered. Note that, EER for one-dimensional
d-vectors cannot be computed since d-vector in this evaluation always takes
positive value and is normalized so that its L2 norm becomes 1

PER [%] EER [%]
1d 2d 4d 8d 16d 32d

50spk 54.2 N/A 29.5 10.4 6.96 2.97 2.48
130spk 48.6 N/A 29.1 13.1 7.81 1.60 1.33
260spk 49.2 N/A 27.4 10.3 6.22 4.07 0.78


